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0 Foreword

0.1 Target reader

This manual appl ies for installers and system administrators who are responsible for
install ing, configuring, or maintaining the network. This manual assumes that you
understand the transport and management protocols used by al l networks.
This manual also assumes that you are famil iar with the technical terms, theoret ical
principles, pract ical ski l ls, and specif ic expert ise of network devices, protocols and
interfaces related to networking. At the same time, you must have a graphical user
interface, command line interface, simple network management protocol and Web browser
work experience.

0.2 Conventions

This manual comply with the following conventions

GUI Conventions Description

 i l lustrate Description of the operation content,
make the necessary addit ions and
explanations.

Not ice
Remind the operator should pay
attent ion to matters, improper
operation may cause data loss or
damage to equipment.
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1 Managed Software Specifications
1.Layer2 funct ion

1.1
Port
Management

Enable / disable ports
speed、duplex、MTU Sett ings
flow-control sett ings
View port information

1.2 Port Mirroring
Support port in/out direct ion,
Vlan mirror ing

vlan mirroring only supports
command line configuration

1.3 Port Speed
Supports port speed limit ,
the rate-l imit ing is
determined by the chip

1.4 Port Isolat ion
Support port isolation
sett ings

1.5 Suppression
Support unknown unicast,
unknown mult icast,
broadcast storm suppression

1.6
Link
Aggregation

Support Stat ic aggregation
Support LACP Dynamic
aggregation

1.7 VLAN

access
trunk
hybrid replaced by trunk
Support based on port,
protocol, MAC VLAN
classif ication
Support GVRP dynamic
VLAN registration

Only supports command line
configurat ion

1.8 MAC

Support Stat ic add, delete
Limit the number of MAC
address learning
Supports dynamic aging time

1.9 Spanning Tree
Support 802.1d (STP)

Support 802.1w (RSTP)
Support 802.1s (MSTP)

1.10
IGMP-snoopin
g

Support Stat ic add, delete
Support v1 / 2/3 Dynamic
Mult icast Listening

2.Layer3 and Routing funct ion

2.1
Port
configuration

Support SVI port

2.2 ARP
Support Stat ics ARP
Support set ARP aging time
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2.3 VRRP Support VRRP routing backup
2.4 ND Support IPv6_ND configurat ion

2.5
Routing
funct ion

Stat ics routing
RIP（V1/V2）
OSPF(V2)
RIP/OSPF support rout ing
authenticat ion funct ion
RIP/OSPF support rout ing
lead-in and fi l ter ing funct ion

3.Extensions

3.1 ACL

Based on source MAC, the
purpose of MAC, protocol type,
source IP, destinat ion IP, L4
port number
Support time-range time
management

3.2 QOS

Based 802.1p (COS) Category
Based DSCP Category
Based on source IP, destinat ion
IP, port number classif ication
Support SP, WRR, DRR
schedul ing pol icy
Support flow rate-limit ing CAR

3.3 LLDP
Support LLDP link discovery
protocol

3.4 User sett ings Add / remove users

3.5 Journal
User login, operat ion, status,
event logging

3.6
Attack
prevention

DOS defense
Support CPU protect ion
Limit the rate of sending cpu
packets
ARP bindings (IP, MAC, PORT
Binding)

3.7
Network
Diagnostics

Support ping、 telnet、 trace

3.8
System
Management

Device reset, configuration
save / restore, upgrade
management, time sett ings, etc.

4 Management Function

4.1 CLI
Supports Serial Command
Line Management

4.2 TELNET
Support telnet remote
management

4.3 WEB Support Layer2 Settings
5.Other funct ions
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5.1 Support DHCP Server
5.2 Ring protect ion - This feature is ERPS
5.3 SNMPV1/V2C/V3

2 Login Web page

2.1 Login Web system client

Users can open a Web browser and enter the default address of switch:
http://192.168.254.1 ,press Enter.

 il lustrate：When logging into the switch, the switch network segment should be same

as IP network segment of the PC.The fi rst time you log in, set the PC's IP address to
192.168.254.x（ x represents 1 to 254, except1,set Subnet mask to 255.255.255.0,But PC IP
Can’t be the same as switch, that can not be 192.168.254 .1.

Login window appears, as shown below. Input the default user name: admin and password
admin. Click <Login> button, you wil l see the switch system information

2.2 Web Interface navigation tree

Web NMS menu mainly provides system configuration, port configuration, layer 2
configuration, network securi ty, network configuration, system maintenance, six menu
items. There are submenus under each menu option, as shown in Table.

http://192.168.254.1
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Menu Item Sub-menu Explanation
Device Brief Display port status and product in format ion

System
Management

Conf ig
Management

Provide query equipment current running conf igurat ion,
star t conf igurat ion and conf igurat ion management

Reboot Reboots the switch
Upgrade Software Upgrade Switch ’s Sof tware Version
User Set t ing users information , including user name, password,

permissions (1-15)
Log Display log information on the device
Access Enable / disable TELNET services

Enable / disable HTTP service, modify the port number,
the defaul t port number 80

SNMP Conf igures and quer ies SNMP system conf igurat ion, Trap
Conf igurat ion and User Conf igurat ion

LLDP Conf igures and quer ies global QOS conf igurat ion, port
conf igurat ion and funct ions of LLDP Neighbor

Interface
Management

Port Management Set the por t speed (auto-negot ia t ion, 10M, 100M, 1000M),
set the flow contro l (d isable, tx, rx, both), enable or
disable the maximum Frame

L3 interface Conf igures VLANIF port
Link-aggregat ion Provide conf igur ing and querying stat ic and dynamic LACP

funct ion
Mirror Provide conf igur ing and querying port mirror ing
Port Stat is t ics Provide querying por t summary and deta i led stat is t ics

funct ion
Bandwidth Chart Query port bandwidth trend stat is t ics and support

downloading
Business

Management
VLAN Provide conf igur ing and querying VLAN, inter face

information funct ion
MAC Provide conf iguring and querying MAC address table

information, MAC aging time, MAC learning, stat ic MAC
funct ions

Spanning-t ree Provide conf iguring and querying device ’s STP global
conf igurat ion, instance conf igurat ion, the instance port
conf igurat ion and port conf igurat ions funct ion .

ERPS Provide conf iguring and querying ERPS-Ring global
conf igurat ion and node conf igurat ion features

QINQ Conf igures QINQ VLAN
NTP conf igures and quer ies the NTP server
DHCP Server Conf igures and quer ies DHCP Server conf igurat ion,

address pool conf igurat ion, cl ient l is ts conf igurat ion, cl ient
stat ic conf igurat ion, por t binding funct ion

ARP Conf igures stat ics ARP and view ARP
ND Support IPV6 Stat ics ND binding

Route Show route View rout ing table, inc luding direct, stat ic and dynamic
rout ing table
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3 Device Breif

Web NMS panel display area according to the connected switch, can be very intui t ive display
information and product information of each port of this switch on the front panel , the display

Stat ic Route Support stat ics rout ing conf igurat ion
RIP Support RIP vis ion V1/V2 conf igurat ion
OSPF OSPF rout ing funct ion conf igurat ion
VRRP Configures and view VRRP

Mult icast Mul t icastMAC Provide stat ic mul t icast MAC conf igurat ion

IGMP-snooping
Conf igurat ion

Provide conf igu ring and querying IGMP Snooping
conf igurat ions and stat ic mul t icast funct ion

IGMP Provide conf igurat ion of in ter face mult icast propert ies
PIM Provide global conf igurat ion of PIM protocol
Mul t icast Route Provide mult icast rout ing stat ic conf igurat ion

Network
Secur i ty

Isolate-por t Provide conf igur ing and querying Layer 2 port iso lat ion
funct ion

802.1x Provide 802.1X funct ion
Storm Control The device supports Suppression contro l at broadcast,

unknown mult icast and unknown unicast message of port
by pack rate to to prevent these three types of messages
from broadcast ing storms

ACL Conf igures and quer ies ACL information
Access contro l Conf igures and quer ies fi l ter ing ru les and accessing

device rules
Ant i -at tack
sett ings

Conf igures and quer ies ant i -at tack funct ion

Alarm Provide system alarm and interface alarm set t ings
QOS Traff ic

management
Provide traff ic pol icy funct ion

Port Rate-L imi t Provide the funct ion of conf igur ing and querying the speed
limi t of the interface

Traff ic shaping Provide flow shaping funct ion
Congest ion
management

Provide QoS congest ion schedul ing st rategy

Defaul t pr ior i ty Provide port pr ior i ty funct ion
Prior i ty map Provide pr ior i ty mapping funct ion

Extend
Management

ONVIF Provide ONVIF discovery funct ion
Time Range
Config

Configuring effect ive period of time al lows the user to
distinguish packets ACL.

Devices Provide Mac and IP information table item functions
VOIP Provide VoIP function
Diagnosis Provides Ping, Traceroute, port loopback funct ion
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includes:
Number of ports , each port work ing status, product informat ion, device status
Steps:
Click the navigat ion bar "Device Breif " menu, enter the " Device Breif " interface . It is shown as
below.

 illustrate：

Place the cursor on a port, cl ick the left mouse button, there wil l display port number, type,
speed, and status information.
You can modify the "Device Name", "Device Time", cl ick "Save" to complete the
configuration.

4 System Management

4.1 Config Management

a. See the running-config steps
1.Cl ick the Navigation tree " System Management > Config Management > Running-config"
menu, go to " Running-config " screen, as shown below.
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b. Save Configuration Steps:
Choose the " System Management > Config Management > Running-config " menu, go to "
Running-config " screen, click "Save ", as shown below.

C. See the startup configuration steps
1.Cl ick the Navigation tree " System Management > Config Management >Start-config"



Shenzhen Hongrui Optical Technology Co., Ltd.

9

menu, go to " Start-config " screen, as shown below.

d. Download the configuration file Procedure
Navigation tree " System Management > Config Management > Start-config " menu, go to "
Start-config " screen, as shown below.

Click on "download", as shown below.
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e. Restore factory settings Procedure
Navigation tree " System Management > Config Management > Start-config " menu, go to "
Start-config " screen, cl ick "Restore”, as shown below.

f. Upload profile Procedure
1.Cl ick Navigation tree " System Management > Config Management > Config Management
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" menu, go to " Config Management" screen, click "File path", choose the configuration that
has been created, as shown below.

2.Cl ick "Upload" to complete the configurat ion.

4.2 Reboot

Steps:
1. Choose the " System Management > Reboot " menu, go to "reboot" screen, click
"Reboot", as shown below.

4.3 Upgrade Software

Steps:
1.Cl ick Navigation tree "System Management > Upgrade Software" menu, go to " Upgrade
Software " interface, cl ick the "Upgrade fi le path", cl ick "Upload" to complete the
configuration. As shown below.

4.4 User

Users can view and modify the switch’s user name, password and permission.
Steps:
1.Cl ick the navigation bar " System Management > User " menu, enter " User " screen.
Cl ick "Modify", you can see the default user name: admin, password: admin, permissions:
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15. It ’s shown as below.

4.5 Log

Switch diary can be uploaded to the FTP server.

Steps:

Click the navigation bar "System Management > Log > Upload log" menu, enter " Upload
log ", input the TFTP server address: "192.168.254.253", the fi le name, "diary", cl ick
"Upload", It ’s shown as below.

4.6 Telnet Config

The user can enable the telnet service.
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Steps:
Click the navigation bar "System Management > Access" menu, enter "Telnet" page, select
"Enable", the default port number "23", cl ick "Apply", It ’s shown as below.

4.7 SSH Config

The user can enable the telnet service.

Steps:
Click the navigation bar "System Management > Access" menu, enter "SSH" page, select "
Enable ", the default port number "22", cl ick "Apply", It ’s shown as below.

4.8 HTTP&HTTPS Config

Users can modify the port number, turn off HTTP and HTTPS service.

Steps:
1.Cl ick the navigation bar " System Management > Access " menu, enter "Access", the user
can see the system default configurat ion, It ’s shown as below.

 il lustrate：
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When the port is changed to 8081, Logging in to the switch again, should input the IP
address plus port number, so input on web: http:/ /192.168.254.1:8081

3. When Clos ing HTTP and HTTPS services, you can cancel "check", cl ick "Apply" . It ’s
shown as below.

4.9 SNMP

SNMP (Simple Network Management Protocol) is a widely used network management
standard protocol TCP / IP network. SNMP provides a method to manage the device
through the center of the computer running network management software (ie network
management workstation) method. SNMP features are as fol lows:
Simple: SNMP adopts the poll ing mechanism and provides the basic feature set, suitable
for small , fast, low-cost environment, and SNMP UDP packets to carry, which is supported
by the vast majori ty of devices. Powerful: SNMP goal is to ensure the transfer of
management information between any two points in order to retr ieve information
administrator any node on the network, make changes, and troubleshooting. SNMP
protocol used widely mainly in three versions, namely SNMPv1, SNMPv2c and SNMPv3.
SNMP system includes a network management system NMS (Network Management
System), agent process Agent, four components managed objects Management object and
MIB MIB (Management Information Base).
NMS network management as the center of the entire network, the device management.
Each managed device contains Agent program on the device, MIB and a plurali ty of
managed objects. By interact ing with the NMS Agent running on the managed device by the
end of the device through the Agent MIB operat ion to complete NMS instruct ions.

SNMP Management Model
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NMS
 NMS managers play a role in the network, using SNMP is a protocol for network

equipment management / monitoring systems, running on the NMS server. NMS can
send a request to the Agent on the device, query or modify one or more of the specif ic
parameter values. NMS can receive information Trap Agent on the active device sent to
learn the current status of the managed devices.

Agent
 Agent is a management proxy process equipment for maintenance of the managed

devices data and information in response to requests from the NMS to report to
management data transmission request NMS. Agent after receiving a request for
information on NMS, after complet ion of the corresponding instruct ion through the MIB
table, and the result of the operation in response to the NMS. When equipment failure
or other event occurs, the device sends information to the Agent by NMS, NMS report to
the current state of the device changes.

Management object
 Management object refers to the managed object. Each device may include a plural ity

of managed objects, the managed object can be a hardware device (such as an
interface board), it can also be a col lect ion of some of the hardware, software (such as
routing protocol) and configurat ion parameters.

MIB
 MIB is a database that indicates the managed devices maintained variable (ie, capable

of being Agent query and set information). MIB defines the managed device is a series
of attr ibutes in the database: name of the object, the state of the object, and the object
access object data types. By MIB, you can perform the following funct ions: Agent by
querying the MIB, the device can be informed of the current status information. Agent
by modifying the MIB, you can set the parameters of the device status.
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a. Users can set the basic management information and select the desired switch to crawl
trap event.

Steps:
1.Cl ick the navigation tree " System Management > SNMP > Global Config" menu, enter "
Global Config " screen, as shown below.

Interface information meaning as followings
Config Item Sub-Config Description
Global Config Model Optional, enable or disable

Version Not Optional, The device Support 3 kind
of version by default ,SNMPv1、SNMPv2c
和 SNMPv3

Community-c
onfig

Read / write
area

Not Optional, the device Default
support ing used in complet ing the
cert if icat ion between the Agent and NMS,
character str ing, the user can defining.
The group name includes "readable" and
"writable", the implementation of
“GetRequest, GetNextReques”t
operation, use "publ ic" for cert if icat ion;
the implementation of “Set ” operat ion,
use "private" for cert if icat ion.
Assuming that NMS wants to get the
value of device being managed MIB node
sysContact, use a readable group named
publ ic.
Assuming that NMS wants to get the next
node sysName value of device being
managed MIB node sysContact, use the
readable group named publ ic
Assuming that NMS wants to set the
value of device being managed MIB node
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sysName to Hong, use the writable group
named private

Trap Config TrapEvents Optional, report event messages to NMS
IP Required, set Trap destinat ion host

address

Port Required, set Sett ing the Receive Port
Number of Trap Target Host , default is
162

Version Required, report Trap message version
number, support V1 and V2C

User ’s config Read user Set reading user, securi ty grade is
needing certi f icate and encryption,
specifying the authenticat ion protocol
MD5 and SHA, specify the encryption
protocol as AES and DES

Write user Set wri t ing user, securi ty grade is
needing certi f icate and encryption,
specifying the authenticat ion protocol
MD5 and SHA, specify the encryption
protocol as AES and DES

2.Fi l l in the appropriate configurat ion items.
3.Cl ick "Apply" to complete the configuration.
For example: NMS and SwitchA connected by Ethernet , NMS IP address is
10.10.10.1,configure Switch A:set group name and access right, administrator signs,
contact and location information of switch, al low switch send Trap message to make NMS
get access right to switch, and receive Trap message sent by switch.

Steps:
1.Enable SNMP Agent service and set SNMP V1, V2, V3 version’s group name. Click the
navigation tree " System Management > SNMP > Community-config" menu, enter "
Community-config " interface, as shown below.
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2.Al low the switch to send traps message to the network management stat ion 10.10.10.1,
click the” System Management > SNMP > Trap -config” menu enter the” Trap -config”
interface. Input 10.10.10.1in the Trapv1 Receiver, input 10.10.10.10 in “Trapv1 receiver ”,
as shown below.

4.10 LLDP

LLDP (Link Layer Discovery Protocol) is defined in IEEE 802.1ab Link Layer Discovery
Protocol. LLDP is a standard Layer find a way, you can manage the address, device ID, the
interface identi f ication information such as the local device to organize and distr ibute it to
their neighbors equipment, after its neighbor device to receive this information in a
standard save MIB (Management Information Base) form up for NMS queries and
determining that the communicat ions link status.
LLDP information may be a local device to organize and publ ish to their remote device, the
remote device information received from the local device wil l be saved in the form of a
standard MIB. It works as shown below.

LLDP schematic diagram
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LLDP basic principle is:
 LLDP module LLDP agent on the physical topology and device interfaces MIB enti t ies

interact, as well as other types of MIB to update their local system MIB LLDP and LLDP
MIB extensions local custom equipment.

 Encapsulated information into the local device LLDP frames are sent to the remote
device.

 Receiving remote device sent from the LLDP frames to update their LLDP remote
system MIB, as well as remote device custom extensions LLDP MIB.

 LLDP frame, it is clear that the device LLDP agent transmits and receives information
via a remote device, including the connection of the interface, MAC address which the
remote device remote device information.

 LLDP local system MIB is used to save a local device information. Including the device
ID, port ID, system name, system descript ion, interface descript ion, address and other
network management information.

 LLDP remote system MIB information used to save the remote device. Including the
device ID, port ID, system name, system descript ion, interface descript ion, address
and other network management information.

4.10.1 LLDP Global Config

Steps:
1.Cl ick the navigation tree " System Management > LLDP > Global Config" menu, enter the
"Global Config" screen, as shown below.
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Interface information meaning as followings.
Config item Descript ion
LLDP Radio. Enable or disable the UDP protocol
Hold time 120 seconds by Default , Scope: 5-65535s
Send interval 2 seconds by Default , Scope: 2-5s
Reinit delay 2 seconds by Default , Scope: 2-5s
TLV optional to
send

Management address, port descript ion, system
propert ies, system descript ion, system name

Encapsulated LLDP data unit LLDP DU (LLDP Data Unit) Ethernet packets cal led LLDP
packets. TLV is LLDPDU units, each represents a TLV information.
2.Fil l in the appropriate configuration items.
3.Cl ick "Apply" to complete the configurat ion.

4.10.2 Port configuration

Steps
1. Choose the " System Management > LLDP > Port" menu, enter the "Port" screen, as
shown below.

Interface information meaning as followings
Config item Descript ion
port Support for configuring mult iple ports
Send Send LLDP
Receive Received LLDP
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Management
address

Enter the IP address of the local switch. Such as
192.168.1.254

LLDP There are two modes of operation. Tx Rx: can send and receive LLDP packets.
Disable: not send or receive LLDP s.

2. Configurat ion can send and receive LLDP packets, click the navigation tree " System
Management > LLDP > Port " menu, enter the "Port" interface, ge1 / 1 tick the "send",
"receive", enter this IP address of the end of the switch, such as 192.168.1.254. Cl ick
"Apply" to complete the configurat ion, as shown below.

4.10.3 LLDP Neighbors

LLDP neighbor displayed Procedure
Click the navigation tree " Business Manage> LLDP Config> LLDP Neighbor" menu, enter
"LLDP Neighbor" screen, as shown below.

5 Interface Management

5.1 Port Management

For easier identif icat ion port, configure port ’s marked descript ion information. Users can
query and configure the Ethernet interface as needed.
Steps:
1.Cl ick the navigation bar "Interface Management > Port Management " enter " Port
Management " interface.
2.Select the desired configuration data, select configurable items "Auto-negotiat ion",
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"Flow control", "maximum frame ", as shown below.

Configurable items meaning as below
Configurable items Description

Auto-negot ia t ion Can be conf igured to auto-negot ia t ion ,
forced10M,forced Fast , forced Gigabit , Gigabi t
Ethernet in ter faces support 10Mbits / s, 100Mbits / s,
1000Mbit / s three rates, you can select the appropr iate
inter face rate as required.

Flow Contro l When the local and remote devices are turned on flow
contro l , congest ion occurs if the local device, it wi l l
send a message to the remote device to not i fy the
remote device to temporar i ly stop sending packets; and
the peer device receiv ing the message to th is end wi l l
temporar i ly stop sending packets to avoid packet loss
occurrence
Disable - Disable PAUSE frame receipt and
transmission
rx (Rx PAUSE) - is enabled to receive PAUSE frames
both (Rx / Tx PAUSE) - is enabled to receive and
transmit PAUSE frames
tx (Tx PAUSE) - PAUSE frame transmission is enabled

The maximum frame Support Max9216
Enabled Port can be turned on and off

Attention

This switch chip don’t support forced 1G pattern

5.2 L3 interface

Supported interface types:
Supports interfaces: logical interface. Logical interface is an interface that does not exist
corresponding to a physical device and is created manual ly by the user.
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Currently, the logical interfaces supported by UNOS including:
 Loopback interface
 Empty interface
 Aggregate interface
 VLAN interface

Add the VLAN interface step
1. Click the navigation tree “Interface Management > L3 interface “menu. Interface is
shown below

2.Click “Add”.

 il lustrate:
The interface name needs to be created first.

5.3 Link-aggregation

5.3.1 Link-aggregation

Port Channel Config is method of binding a group of physical interfaces as a logical
interface to increase the bandwidth and reliabil i ty. Link aggregation group (LAG) refers to
logical link formed by mult iple Ethernet links binding, abbreviated as Eth-Trunk. As
networks have been expanding, the users have more and more high requirement to linking
bandwidth and rel iabi l i ty. Under the conventional technique, commonly replace the
high-rate interface board or replace device support ing the high-rate interface board to
increase bandwidth, but this solut ion needs to pay the high costs and is inf lexible.
Link aggregation technology under no hardware upgrades condit ion
combine mult iple physical interfaces together as a logical interface to achieve the purpose
of increasing the link bandwidth. Link Aggregation backup mechanism can effect ively
improve the reliabil i ty, meanwhile, may also be implemented on different physical link load
balancing.
Shown as below, Switch A and Switch B are connected through three Ethernet physical
links, binding these three links, which becomes a Eth-Trunk logical link. This logical link
bandwidth is equal to the sum of original three Ethernet physical link bandwidth, thus
achieving the purpose of increasing the link bandwidth; at the same time, the three
Ethernet physical links back up each another, effect ively improve the reliabil i ty of the link.

Link Aggregation schematic:
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When there is a demand as followings, you can achieve by configure link aggregation
When two switches connected through a link bandwidth is not enough.
When two switches connected through a link reliabil i ty does not meet the requirements.
When the bandwidth of two switch devices through a link connection is not enough.
When the rel iabi l i ty of the two switches through a link connection does not meet the
requirements.

Depending on whether enable the Link Aggregation Control Protocol LACP, Link
aggregation is divided into manual load balance mode and LACP mode.
In manual load sharing mode, the Eth-Trunk establ ishment and member port participation
is made by manual configuration, but LACP is no involvement. In this mode all act ive links
are involved in forwarding data, averagely share traffic, so cal led load balancing mode.
If an active link fai ls, the link aggregation group automatical ly balance the traffic on the
remaining active links. When you need to provide a large link bandwidth between two
direct ly connected devices and the device does not support the LACP protocol, you can
use the manual load balancing mode.

5.3.2 Add static link aggregation

Adding stat ic link aggregation (ie, manual load sharing mode) Procedure:
Cl ick the navigation bar " Interface Manage> Port channel Config> Stat ic link-aggr" menu,
enter "Stat ic link-aggr” interface, select the “Group ID” (1-20), select “ load balancing” (Src
Mac, Dst Mac, Src & Dst Mac ), select the port needed aggregation , click "Add", shown as
below.
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Port information means as below:
Configuration
Item

Description

Group ID Link aggregation group ID, a total of 1 to 20, 20 aggregation
groups

Load balancing Src Mac (based on the source MAC address for load
balancing), Dst Mac (based on the destinat ion MAC address
for load balancing), Src & Dst Mac (based on heterologous
MAC address and destinat ion MAC address, or load
balancing), the default is based on the source MAC address
for load balancing

Port list You can select mult iple ports, Max support 8 ports

5.3.3 LACP

Dynamic Link Aggregation
LACP (Link Aggregation Control Protocol) Based IEEE802.3ad standard is a protocol
implementation of dynamic link aggregation and unlock-aggregation. LACP protocol and
opposite end interact information by LACPDU (Link Aggregation Control Protocol Data
Unit )
After opening a port LACP protocol, the port wi l l inform opposite end own system priority,
system MAC port priori ty, port number and operation key to by sending LACPDU. After
receiving this message,
the opposite end wil l compare this message with other port stored information and select a
port can make link aggregation, so two parties can agree on joining or exit ing a dynamic
aggregation group.
Dynamic LACP aggregation is an automatical ly created or deleted aggregation, port adding
and delet ing in dynamic aggregation group is done automatical ly by protocol. Only
having the same rate and duplex propert ies, connected to the same device, the same basic
configuration port can be dynamical ly aggregated.
Adding dynamic link aggregation procedure:
1.Click the navigation bar "Interface Management > Link-aggregation > Port" menu, select
the port, choose the port type you want to configure (select the “dynamic LACP”), select
the ”mode”(Active or Passive),select the “port priori ty” (range: 0-65535, default : 32768),
click "Apply", shown as below:

Interface information means as followings:
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Configuration Item Description
Type Stat ic and dynamic LACP,

Stat ic mode
When the need to increase the bandwidth or the
reliabil i ty of two devices, one device of two devices
does not support LACP, creating on a stat ic link
aggregation on device, and add mult i member
interfaces to increase the bandwidth and reliabil i ty.

Dynamic LACP mode
In the dynamic LACP mode links between two
devices can implement redundancy backup, replace
the faulty link to keep data transmission
uninterrupted when a part of a link failure.

Mode Active (act ive state), Passive (passive)
Passive ports do not automatical ly send LACP
protocol packets; only responds to LACP protocol
packets sent by the remote device.
Active port automatical ly sends LACP protocol
packets.
There are one or two active LACP link ports can be
dynamic LACP aggregation. If the two ports
connected to each other are passive LACP port, this
two will not be dynamic LACP aggregation, because
both two ports are wait ing for the end device’s LACP
protocol packets.

Port Priority When determining the dynamic LACP aggregation
group members, LACP will determine according to
the superior device ID’s priority of end port ID.
Device ID consisted by a two-byte system priori ty
and six-byte MAC system, namely the device ID =
system priority + system MAC address. When
comparing the device ID, the first systematic priori ty,
if it ’s the same, comparing the system MAC address,
smaller value one would be considered excel lent.
Range: 0-65535 Default : 32768.

 illustrate：
Before changing Eth-Trunk working mode, the first is make sure that the Eth-Trunk does
not add any member port, or cannot modify the Eth-Trunk working mode.
The local and opposite end configuration mode should be consistent.

For example
Ethernet Switch “Switch A” aggregated with three ports (GE1 ~ GE3)
Access Ethernet Switch” Switch B”, to achieve flows load balancing among the member
ports.
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Here is the dynamic aggregation mode as an example.

 illustrate:
The fol lowing just list the configuration on Switch A, Switch B also need to make the same
configuration to achieved port aggregation.

Steps:
1. Set the system priority of Switch A to “100”, making it be the active side of LACP .Click

the navigation bar " Interface Management > Link-aggregation > Port " menu, enter the "
Port”, the LACP is set to "100", cl ick "Apply" to complete the configurat ion.

2. Create Eth-Trunk and configure LACP mode on Switch A. Configuring B is similar with
configuring Switch A. Click the navigation bar " Interface Management >
Link-aggregation > Port" menu, enter the "Port", Select the ports need configured ge1/1,
ge1/2,ge1/3,Select the type "Dynamic LACP", select the mode "Active", cl ick "Apply" to
complete the configuration .Show as below.

5.4 Mirror

Port mirroring means coping the switch’s specif ied port packets to the destinat ion port; The
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port to be copied is cal led the source port, and the copied port is cal led the destinat ion port .
Destination port can access data detect ion device, users use these devices to analyze the
destinat ion port received message for network monitoring and troubleshooting, shown as
below:

Configuration Example:
PC1 via the port ge1 / 1 access SwitchA. PC2 is direct ly connected to SwitchA ge1 / 2 port .
Users hope that through monitoring devices PC2, monitor PC1 messages sent

Steps：
1.Cl ick the navigation bar " Interface Management > Mirror", enter "Mirror" screen, select
the session ID.
2.Select the source port ge1 / 1, select the destinat ion port ge1 / 2, choose the direct ion”
both”, cl ick “Add”, shown as below.

Interface information means as below:
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Conf igurat ion Item Descr ipt ion
Session ID Switch defaul t have 4 session ID
Source Port You can select mul t ip le port
Dest inat ion port Can ’ t be a link aggregat ion port , only select a port as

the dest inat ion port , the port can ’t be selected as the
source port

Direct ion ingress "Mirror ing ingress port" : that is , any message
received on this port are mirrored to the dest inat ion
port .
egress "Mirror ing egress port" : that is , any messages
sent to the port are mirrored to the dest inat ion port .
both
"Access Port Mirror ing" the receiv ing and send ing
messages of the port are mirrored to the dest inat ion
port .

5.5 Port statistics

a. Introduce al l interface traff ic stat ist ics information in detai ls and the user can manual ly
refresh or clear stat ist ical information.

Notice: After the traffic stat ist ics is cleared, they can’t be restored. Please confirm

careful ly before operat ion.

Steps:
1.Cl ick the navigation bar " Interface Management > Port statist ics > Port Stats" menu,
enter " Port Stats ", shown as below.

il lustrate：

Click "Refresh" the page get the latest traff ic statist ics.

Cl ick "Clear", traff ic stat ist ics of al l the ports is cleared, and refresh the page.
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b. Introduce an interface traffic stat ist ics ’ detai led information and the user can manual ly
refresh or clear stat ist ical information.

1.Cl ick the navigation bar " Interface Management > Port stat ist ics> Detai l Port Stats"
menu, Enter " Detai l Port Stats ", shown as below:

il lustrate：

Click the "Refresh" the page get the latest traff ic stat ist ics.

Cl ick "Clear", traff ic stat ist ics of al l the ports is cleared, and refresh the page.

5.6 Bandwidth Chart

Query the interface bandwidth uti l izat ion information based on the interface.
Steps:
1.Cl ick the navigation bar "Interface Management > Bandwidth Chart ", enter " Bandwidth
Chart " interface.
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6 Business Management

6.1 VLAN

6.1.1 VLAN Configuration

A VLAN is not control led by physical locations, so hosts in one VLAN no need be placed in
the same physical space. As following pic shows, VLAN divides a physical LAN into
mult iple logical LAN, each VLAN is a broadcast domain. Hosts in a VLAN packets can
interact each other through conventional Ethernet communicat ion, whi le hosts in different
VLAN need communicat ion, it must have a router or Layer 3 switch or other network layer
devices.
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Compared with the tradit ional Ethernet, VLAN have the following advantages:
Control the broadcast domain range: LAN broadcast message are restricted in one VLAN,
reducing bandwidth and improving network performance.
Improving LAN securi ty: As the message is isolated by the broadcast domain divided by
VLAN at the data link layer, so the hosts within each VLAN can’t communicate directly,
need forwarding through a router or Layer 3 switches and other network equipment layer
packets Layer 3.
Flexibi l i ty to create virtual working groups: using VLAN to create virtual working groups
across physical network range, when the physical location of the user moves within the
virtual working group range without changing the network configuration that is able to
access the network.
The managed switch supports 802.1Q VLAN, protocol-based VLAN, MAC-based VLAN and
port-based VLAN. In the default configuration, VLAN is the 802.1Q VLAN mode.
Port-based VLAN, the principle is dividing VLAN based on switching device interface
number. The network administrator configures different PVID for each interface of switch,
that is VLAN belonged to port default . When a data frame enters the switch interface, if no
VLAN tag, and the PVID configured on the interface, then the data frame wil l be marked
with port ‘s PVID. If the entering frame has a VLAN tag, the switch wil l not add VLAN tag,
even if the interface has been configured PVID.
VLAN frame is determined by the type of interface. The advantage is the simple defini t ion
of a member. The disadvantage is moving member need reconfigure VLAN.

a. Create VLAN Procedure
1.Cl ick the navigation tree "Business Management > VLAN > Port-vlan" menu, enter the "
Port-vlan "screen, shown as below.
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Interface information means as followings:
Configure item Description
VLAN ID Must select. Required, Add Vlan ID, range from 1~4094.such

as: 1-3,5,7,9. VLAN 1 is the default , not re-create VLAN 1.
when creating

Type Select Pvlan 、 Tag and Untag according to appl icat ion
scenarios

Port Port list
Create vlanif Create a L3 VLAN interface

IP address Val id when vlanif is selected, it is the IP address of the VLAN
three-layer interface

2.Fi l l in the appropriate configurat ion items.
3.Cl ick "Add" to complete the configuration, shown as below.
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 il lustrate：
Configuring VLAN is the way to specify the multicast, there are three ways to deal
with, respectively, flooding all, flooding unknown multicast, directly discarded.

b. The current port to the specif ied VLAN Procedure
1.Cl ick the navigation tree " Business Management > VLAN > Port" menu, enter " Port "
interface, show as pic.

Interface information means as followings.
Config-item Description

PVLAN Pvlan for default VLAN, default is 1, also known as
Native vlan. Usual ly set up with the VLAN sett ings, the
port to join the untag vlan.
Port receive message discard attr ibute: none- does not
discard; untag-discards without tag message; tag-
discards with tag message; al l- discards al l.

2.Fi l l in the appropriate configurat ion items.
3.Cl ick "Apply" to complete the configuration, show as following pic
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c .802.1Q introduction
Trunk configuration, Trunk interface is used to connect other types of switching equipment,
it is mainly connected to the trunk link. Trunk interface al lows mult iple VLAN frames to
pass through. Trunk link encapsulat ion protocol is IEEE 802.1q, IEEE 802.1q is the off ic ial
standard virtual bridged LAN for Ethernet frame format has been modif ied between the
source MAC address field and the protocol type field is added 4-byte 802.1q Tag
802.1q Frame format

802.1Q Tag meanings

Field length Name Analysis
TPID 2bytes Tag Protocol Ident if ier

(Tag Protocol Identi f ier) ,
the frame type.

Value of 0x8100, said 802.1q
Tag frames. If the device
does not support 802.1q
receives such a frame wil l be
discarded.

PRI 3bi ts Prior i ty, it indicates the
pr ior i ty of the frame.

In the range of 0 to 7. The
higher the value, the greater
the pr ior i ty. When the switch
for blocking, the high pr ior i ty
transmission pr ior i ty of the
data frame.

CFI 1bi t Canonical Format
Indicator (Standard
format indicat ion bi t )
indicates whether the
MAC address is a classic

CFI is 0 Descr ipt ion class ic
format; CFI 1 indicates that
the non-canonical format.
Compatible for Ethernet and
Token Ring. In Ethernet , CFI
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format. is 0.

VID 12bits VLAN ID, it indicates that
the frame VLAN belongs
to.

VLAN ID ranges from 0 to
4095. 0 and 4,095 for the
agreement to retain value, so
the range of val id VLAN ID is
1 to 4094.

Each switch supports 802.1q protocol packets sent wi l l include VLAN ID, to indicate the
switch belongs to which VLAN. Thus, in one VLAN switching network, the Ethernet frame
has two forms:
tagged frame: Join the 4-byte 802.1q Tag frames
untagged frame: Original, without adding 4-byte 802.1q Tag frames
Trunk interface is used to connect to other types of switching equipment, it is mainly
connected to the trunk link. Trunk interface al lows mult iple VLAN frames to pass through.
d. Trunk port configurat ion procedure
1.Cl ick the navigation tree " Business Management > VLAN > Port-vlan", switch port
default configuration is trunk port configuration. Shown as below.

2.Permitted VLAN pass through Trunk port. Cl ick the navigation tree "Business
Management > VLAN > Port-vlan" menu, input VLAN ID of VLAN which is al lowed pass
through Trunk port , select the appropriate interface among Tag port list , cl ick "add" to
complete the configuration
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E.g.
To make the link between SwitchA and SwitchB supports both user and support
communicat ion within VLAN2 user communicat ion within VLAN3, you need to configure the
connection interface while adding two VLAN. That should be configured SwitchA Ethernet
interface ge1 / 3 and SwitchB Ethernet interface ge1 / 3 while adding VLAN2 and VLAN3.

Steps:
1.Create VLAN2 and VLAN3 in SwitchA, and connect the user interface to a VLAN,
respectively, wil l ge1 / 3 is set to trunk mode. Click the navigation tree " Business
Manage > VLAN Config> Port Config" menu, enter " Port Config " page, fi l l in the
appropriate configuration items, click the "Apply" to complete the configuration, SwitchB
configuration similar to SwitchA, shown as below.

2.Configure types of interfaces on SwitchA and SwitchB connected and VLAN pass. Cl ick
the navigation tree "Business Management > VLAN > Port-v lan" menu, enter " Port-vlan "
page, fi l l in the appropriate parameters and click "Add" to complete the configurat ion,
SwitchB configuration similar to SwitchA. The following figure is added through VLAN2
steps, by adding VLAN3 similar to Vlan2.
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3.Veri fy the configuration.
User1 and User2 wil l be configured in a network, such as 192.168.100.0/24; User4 wil l
User3 and arranged in a network segment, such as 192.168.200.0/24.
User1 and User2 can ping each other, but both fai l to ping User3 and User4. User3 and
User4 can ping each other, but both fail to ping User1 and User2.

6.1.2 MAC-VLAN

MAC-based VLAN, its principle is based on the computer's MAC address to divide VLAN.
Network administrators to successful ly configure MAC address and VLAN ID mapping table,
if the switch is received untagged (without VLAN tags) frame, according to the table to add
VLAN ID.
The advantages are: the physical location of the end user when changes do not need to
reconfigure the VLAN. Increase the flexibi l i ty of end-user securi ty and access. The
disadvantage is: only appl icable to the card are not changed frequently, the network
environment relatively simple scenario, it is necessary to define in advance all the
members of the network.

Steps:
1.Cl ick the navigation tree " Business Management > VLAN > Mac-vlan " menu, enter "
Mac-vlan " interface, shown as below.
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Interface information meaning as followings
configuration Descript ion

VLAN
ID

Required, add VlanID, range from1~4094.such as:
1-3,5,7,9.
Where VLAN 1 is the default . Other VLAN must exist and
need to un-tag joins link ports.

MAC Required, input computer 's MAC address

2. Fi l l in the appropriate configurat ion items.
3. Cl ick "Add" to complete the configuration.

6.1.3 Protocol-vlan

Protocol-based VLAN, the principle is (suite) and encapsulat ion format packets assign
different VLAN ID according to the protocol interface received the packet belongs.
Network administrators need to configure the Ethernet frame protocol field mapping table
and VLAN ID, and if you receive the untagged (without VLAN tags) frame, according to the
table to add VLAN ID. The advantages are: protocol-based VLAN, and VLAN network
service type provided in the binding phase, ease of management and maintenance.
Disadvantages are: the need for al l of the network protocol type mapping table and VLAN
ID of the init ial configuration. Need to analyze various protocols and the corresponding
address format conversion, the switch consumes more resources, slightly inferior speed.
Steps:
1. Choose the " Business Management > VLAN > Protocol-vlan" menu, enter "
Protocol-vlan " interface, shown as below.
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Interface information meaning as followings
Configurat ion item descript ion
ports Select Port from pull-down menu（ ge1/1-

ge1/24,xe1/25- xe1/28）
Frame Type Optional, ether2802.3,snap,lc,snap-priv
Ether-type Optional, arp, ip, ipv6, 802.1d.1q, 802.1d.1x
Protocol Value Protocol value
VlanID Required, add VLAN ID, range from 1~4094,such

as 1-3,5,7,9.VLAN 1is default .VLAN must exist
and must untag way to join the port to be
connected.

2. Fi l l in the appropriate configuration items.
3.Cl ick "Add" to complete the configuration.

 il lustrate:
Set match protocol IPV4 and IPV6, need to match the sett ings ARP protocol.
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6.2 MAC

The main funct ion of the Ethernet switch is at the data link layer packet forwarding is based
on the purpose of the packet
MAC address of the packet to the appropriate output port. MAC address forwarding table
contains the MAC address is a forwarding and port forwarding correspondence between
the two-story, is the basis of Ethernet switch forwarding packets quickly.
MAC address forwarding table entry contains the following information:
 Destination MAC address
 VLAN ID belonged to the ports
 Forwarding egress port number
 Ethernet switch forwarding packets based on the MAC address table, take the fol lowing

two forwarding modes:
 Unicast mode: If the MAC address forwarding table contains the destinat ion MAC

address corresponding table entry, Switch direct ly to the packet sent from the entry
port to send in turn.

 Broadcast mode: If the switch receives the destinat ion address of the packet to al l F, or
MAC address forwarding table does not that contains entr ies for the destinat ion MAC
address, the switch broadcasts the packet in addit ion to access to closing all ports
outside the port forwarding.

6.2.1 MAC Configuration

On this page, you can set the MAC address aging time, and view the MAC address table,
In order to adapt to network changes, MAC address table must be constantly updated. MAC
address table entries automatical ly generated are not always val id, each entry has a li fe
cycle, its li fecycle is not updated entr ies wil l be deleted and the li fecycle is cal led the aging
time. If the record before reaching the li fet ime is refreshed, the aging time of the entry
recalculated. Set the appropriate aging time can effect ively implement the MAC address
aging. The aging time is too short, the switch may lead to a large number of broadcast
packets with unknown destinat ion MAC address, affect ing performance of the switch.
If the aging time is too long, the switch may retain outdated MAC address entr ies MAC
address table so that the deplet ion of resources, result ing in the switch forwarding tables
can’t be updated according to changes in the network's MAC address.
If the aging time is set too short, the switch may remove val id MAC address entr ies. This
decreases the forwarding eff ic iency.
In general, we recommend using the default aging time of 300 seconds。
Set the MAC address aging time of Procedure
1.Cl ick the navigation tree "Business Management > MAC Config > MAC-config" menu,
enter "MAC-config "interface.
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Interface information meaning as followings

Configurat ion item Descript ion
MAC aging time Enter the MAC aging time

2. Fi l l in the appropriate configuration items.
3.Cl ick "Apply" to complete the configuration.

MAC address table stores the switch learned by other devices, VLAN IDs, and outbound
interface information and so on. Before forwarding the data, based on the Ethernet frame
destinat ion MAC address and VLAN ID query MAC table for the outbound interface of the
device.

Check MAC address table Procedure
1.Cl ick the navigation tree " Business Management > MAC Config > MacList" menu,
enter " MacList " interface, shown as below.

Interface information meaning as followings

6.2.2

Static

state

MAC

Static
entry

Item Description
Number Sort No.
MAC Destination MAC address
Vid VLAN ID port belongs to
Interface Forwarding egress port number

Type Dynamic MAC addresses that can be configured by the user
according to the aging time and aging out MAC address
table, the switch can add dynamic MAC address entry by
MAC address learning mechanism or manner establ ished by
the user manual.
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manually configured by the user, and del ivered to each interface board entr ies do not age.
Create Stat ic MAC Address Step
1. Cl ick the " Business Management > MAC Config> Stat ic Mac" menu, enter " Stat ic Mac"
interface as shown below.

Interface information meaning as followings

Configurat ion item Description

MAC Required, Enter the new MAC address. Such as:
H-H-H.

Vlan ID Required, specif ied VLAN ID
Port Required, select the port type and enter the

name. such as:ge1/3.
Note: The interface must be a member of a VLAN
configured port.

2.Fi l l in the appropriate configurat ion items.
3.Cl ick "Add" to complete the configuration.

6.3 Spanning-tree

Ethernet switching network to link backup and enhance network rel iabi l i ty, often redundant
links. However, the use of redundant links is created on the exchange network loops and
broadcast storms caused by MAC address table instabil i ty and other symptoms, result ing
in poor qual i ty of user communicat ion, even communicat ion interrupt ion. To solve the
switched network loop problem, Spanning Tree Protocol STP (Spanning Tree Protocol)
developing process l ike many other protocols, STP evolves as the network constantly
updated, STP defini t ion from the original IEEE 802.1D is defined in the IEEE 802.1W Rapid
Spanning Tree Protocol RSTP (Rapid Spanning Tree Protocol) , to the latest IEEE 802.1S
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defined in the mult iple spanning Tree protocol MSTP (mult iple spanning Tree protocol).
Spanning Tree protocol, MSTP is compatible with STP RSTP, MSTP is compatible with STP.
Comparison of Three STP shown in the table.

Comparison of Three Spanning Tree Protocol
Spanning Tree Protocol specif icat ions Scenarios
STP Forming a loop-free tree,

broadcast storms and
resolve to achieve
redundancy.
Slow convergence.

Without distinction
or user traff ic, al l
VLAN spanning
tree.

RSTP Forming a loop-free tree,
broadcast storms and
resolve to achieve
redundancy.
Fast convergence.

MSTP Forming a loop-free tree,
broadcast storms and
resolve to achieve
redundancy.
Fast convergence.
Mult iple spanning trees
to achieve load
balancing among VLAN,
VLAN traffic flows to be
forwarded along
different paths.

We need to
dist inguish between
users or traff ic, and
load balancing.
Different VLAN
spanning tree
forwarding traff ic
through different,
independent of each
other and each of
them spanning tree.

After the deployment of Spanning Tree Protocol in Ethernet switching network, if the loop,
the spanning tree protocol through a network topology calculat ion can be real ized:

 Eliminate the loop: el iminate possible network communicat ions loop network by
blocking redundant links

 Link Backup: when the currently act ive path fails, the activat ion link redundancy,
restore the network connectivi ty.

6.3.1 Global Configuration

STP global parameters provide configuration funct ions in certain networks, you need to
adjust the parameters STP port ion of the device, in order to achieve the best results.

Steps:
1.Cl ick the navigation tree " Business Management > Spanning-tree > Global Config" menu,
enter the " Global Config " screen, shownas below.
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Interface information meaning as below
Configurat ion Item Description
Start Using

Spanning-tree
Ticked by default , assure that the switch start
using Spanning-tree

Mode Support 3 kind of STP mode, that ’s STP, RSTP
and MSTP.

Max age indicat ing this message’s maximum survival,
range for this value is 6-40 seconds, default is 20
seconds.

Hel lo time Indicat ing the periodic of messages sent,
Bridge wil l send “Hel lo” to intervals around at
regular, to check whether any link is faulty, this
time named” Hello time

Forward Delay The port state transit ion delay, range from
4~30s,15s by default

Max Hops Choose the Max Hops, range from 1 ~20, 20 by
default . The maximum number of hops in an MST
region spanning tree used to limit the size of the
MST region spanning tree network. Start ing from
the root bridge of the MST region configurat ion
BPDU passes a switch hop count is decreased by
1; switch discards the hop count is zero
configuration message, so that the maximum hop
switches that are beyond spanning tree
calculat ion, and thus limits the size of the MST
region.

Revision MSTP revision level.
MSTP revision level for the same domain name,
VLAN mapping table together determine the MST
region the device belongs.

Name MST domain. The default is the main control
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board switch device MAC address.
Switch device used in conjunct ion with domain
VLAN mapping table of MST region, MSTP
revision level, determines the switch belongs to
which domain.

2. Fi l l in the appropriate configuration items.
3. Click “Apply” , to complete the configuration.

6.3.2 Port configuration

On certain networks, you need to adjust some parameters STP switch device interface, in
order to achieve the best results.
1.Cl ick the navigation tree " Business Management > Spanning-tree > Port" menu, enter
the "Port" screen, shown as below.

Interface information meaning as followings.
Configurat ion
Item

Description

Port Not optional . Port list
Enable Radio. Choose whether to open the port configurat ion.

Select ion and not select ion. The default is not select ion.
BPDU Guard Radio. Choose whether to open the BPDU protect ion

funct ion. Select ion and not select ion. The default is not
select ion. When BPDU protect ion is enabled on the
device, if the interface received a BPDU, the device wil l
shut down these interfaces, and informs the NMS.
Interfaces can only be closed manual ly by the network
administrator.

Edge Edge port should be connected direct ly to the user
terminal instead of another switch or network segments.
Edge ports can rapidly transit ion to the forwarding state
because the edge ports, network topology changes do not
produce loops. By sett ing a port as an edge port, the
spanning tree protocol al lowing it to quickly transit ion to
forwarding state. It proposed to connect direct ly to the
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user terminal Ethernet ports configured as an edge port,
so that they can quickly transit ion to forwarding state.
Select Force True, Force False and automatic.

Point-to-Point Select Force True, Force False and automatic。
Automatic
State whether the port is set to the default automatic
detect ion point link connected.
Force-true
The interface is connected point link.
Force-false
The interface is not connected to point link.

2.Fi l l in the appropriate configurat ion items.
3.Cl ick “Apply”, to complete the configurat ion.

6.3.3 Instance Configuration

By MSTP divides a switched network into mult iple regions, each of which has mult iple trees
spanning independent of one another. Each spanning tree is cal led an MSTI MSTI (Mult iple
Spanning Tree Instance), each region is cal led an MST region (MST Region: Mult iple
Spanning Tree Region).

il lustrate:

The so-cal led instance is a col lect ion of mult iple VLAN's. By bundling mult iple VLAN to an
instance, you can save communicat ion overheads and resource usage. MSTP topology
each instance calculated independently, in these instances can achieve load balancing.
The same VLAN can be mapped to the topology of a plurali ty of instances, these VLAN
forwarding state on a port depends on the port corresponding to the MSTP instance state.
Simply put, that is, one or more of the specif ied VLAN mapping MST instance. One can
assign one or more VLAN to a spanning tree instance.

Steps:
1.Cl ick the navigation tree " Business Management > Spanning-tree > Instance Config"
menu, enter " Instance Config " interface, shown as below.
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Interface information meaning as followings.

2.Fi l l in
the

appropriate configuration items.
3.Cl ick “Apply”, to complete the configurat ion.

6.3.3 Examples port configuration

1.Cl ick the navigation tree " Business Management > Spanning-tree > INST-PORT
CONFIG" menu, enter "INST-PORT CONFIG" screen, shown as below.

Interface information meaning as followings:

Configurat ion Item Descript ion
MSTI ID Enter any instance number during 1-63.
Priori ty Setting specif ies the priori ty of the instance,

it must be a mult iple of 4096. Its range is 0 to 65535.
The default value is 32768.

Vlan Mapped Enter the desired VLAN mapping
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2. Fi l l
in the

appropriate configuration items.
3.Cl ick “Apply” to complete the configuration.

6.4 ERPS-Ring

ERPS (Ethernet Ring Protect ion Switching), namely Ethernet mult i -r ing protect ion
technology, is a two-story ITU-T standard protocol defined by broken ring, the standard
number of ITU-T G.8032 / Y1344, so-cal led G.8032。 It def ines the RAPS (Ring Auto
Protect ion Switching) protocol packets and protect ion switching mechanisms. ERPS is an
Ethernet link-layer protocol used to get rid of the loop. It ERPS ring as the basic unit ,
compris ing a plurali ty of nodes, by blocking RPL Owner port and other common control port,
so the port state switching between the Forwarding and Discarding, the purpose of
el iminating loops. We use control mechanisms VLAN, VLAN and data protect ion instance,
in order to better achieve ERPS function.
As shown below, CE ring network access LSW1 ~ LSW4 thereof. Such access al lows the
network to have some reliabil i ty, but in order to el iminate loops in the network, effect ively
ensure the link connectivi ty, you need to activate a mechanism to break the loop.

Configurat ion
Item

Description

MSTID Elect the configured instance from drop-down menu
Port Fixed value, display according to the user ’s select, does

not support mult iple select ions.
Enable Fixed value, display according to the user ’s selection ,

don’t support mult iple select ions.
Instance You can create maximum 63 instances
Priori ty Select the priori ty of the port. A lower value indicates a

higher priority. Interface priority can affect the interface
role in the MSTI. Users can be on the same interface to
configure different MSTI different priorit ies, so that the
different VLAN traff ic along different physical links,
thereby implementing the VLAN-based load balancing.
Note: The priori ty of an interface is changed, MSTP will
re-compute the role of the interface and a state
transit ion.

Admin cost Enter the path cost of the interface. When using the IEEE
802.1t standard method in the range from 1 to 200 000
000

cost When using the IEEE 802.1x standard method in the
range from 1 to 200 000 000

role Divided into three categories root port, designated port,
al ternate port, Disabled

status Including 2 status, discarding and forwarding
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ERPS ring, that is, by a group configured with the same control VLAN Layer 2 switching
equipment consti tuted, is the basic unit ERPS agreement to join the second floor ERPS
ring switching device cal led a node. Each node can not join more than two ports with a
ERPS ring, join node needs to be configured to add.
1.Cl ick the navigation tree "Business Management > ERPS-Ring Config " menu, enter the "
ERPS-Ring Config ", after ticked, click the "Add". interface as shown below.

Interface information meaning as followings.
Configurat ion item Description
Ring-id ERPS-Ring (1-16 instances Optional)
Port 0 Port List
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Port 1 Port List
RPL Port role，None/Owner/Neighbor
Control Vlan ERPs protocol management VLAN
Wtr Timeout WTR Timer
Guard Timeout Guard Timer
Hold Timeout Hold Timer
Version Support Version 1 and 2

2.Fi l l in the appropriate configurat ion items.
3.Cl ick "Apply" to complete the configuration, as shown below.

6.5 QINQ

QinQ Technology (also known as stacked VLAN or double VLAN). The standard comes from
IEEE 802.1ad, which encapsulates the user private network VLAN tag in the publ ic network
VLAN tag, so that the message passes through the operator 's backbone network (publ ic
network) with two layers of VLAN tag.

QinQ technology effect ively expands the number of VLANs by stacking two 802.1Q headers
in the Ethernet frame, making the maximum number of VLANs up to 4094x4094. At the
same time, mult iple VLANs can be mult iplexed into a core VLAN. MSP usually establ ishes
a VLAN model for each customer, uses the general attr ibute registrat ion protocol / general
VLAN registrat ion protocol (GARP / GVRP) to automatical ly monitor the VLAN of the whole
backbone network, and speeds up the network convergence speed by expanding the
spanning tree protocol (STP), so as to provide flexibi l i ty for the network. Svlan technology
as the ini t ial solut ion is good, but with the increase of the number of users, svlan model wi l l
also bring scalabi l i ty problems. Because some users may want to carry their own VLAN ID
when data transmission between branches, MSP using QinQ technology faces the fol lowing
two problems: first, VLAN identif icat ion of the first customer may confl ict with other
customers; second, service providers wil l be severely limited by the number of IDs that
customers can use. If users are al lowed to use their VLAN ID space in their own way, there
is st i l l a limit of 4096 VLANs in the core network.

Steps:
1.Cl ick in the navigation tree "Business Management > QINQ " menu, enter " QINQ" screen
as shown in the following figure.
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2.Fil l in the corresponding configuration items and click "Apply" to complete the
configuration.

6.6 NTP

Network Time Protocol NTP (Network Time Protocol) is a TCP / IP protocol suite, which is
an appl icat ion layer protocol. NTP is used across a range of distr ibuted time server and
client to synchronize clocks. NTP implementat ion based on IP and UDP. NTP packets
transmitted over UDP port number is 123. With the increasing complexity of the network
topology, the entire network equipment clock synchronizat ion wil l become very important.
If you rely on an administrator to manual ly change the system clock is not only a huge
amount of work, and the accuracy of the clock cannot be guaranteed. NTP appears to solve
the problem of synchronizat ion within the network equipment system clock.
The basic principle of NTP, NTP implementation process as shown below. RouterA and
RouterB through a wide area network WAN (Wide Area Network). They have their own
independent system clock; the system clock is automatical ly synchronized through NTP.
Make the following assumptions:
In RouterA and RouterB system clock synchronizat ion before, RouterA's clock is set to
10:00:00 a.m., RouterB clock set 11:00:00 a.m.
RouterB as the NTP time server, RouterA and RouterB clock to synchronize the clocks.
Packets between RouterA and RouterB-way transmission takes one second.
RouterA and RouterB process NTP packets is 1 second.

NTP Implementat ion Figure
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System clock synchronizat ion process is as follows:
RouterA sends an RTP packet to RouterB, the packet with a time stamp 10:00:00 a.m.
when it leaves RouterA. (T1).
When this NTP message arrives RouterB, RouterB adds its receiving timestamp 11:00:01
a.m. (T2).
When this NTP message leaves RouterB, RouterB on leave plus timestamp 11:00:02 a.m.
(T3).

When Router A receives the response packet, it adds a new timestamp 10:00:03 a.m. (T4).
So far, RouterA get enough information to calculate the fol lowing two important
parameters:
NTP back and forth a period of latency: Delay= ( T4 - T1 ) - ( T3 – T2 )。
RouterA and RouterB relative time difference: Offset= ( ( T2- T1 ) + ( T3 – T4 ) ) / 2。
Router OS get calculated Delay 2 seconds, Offset 1 hour. RouterA this information to set
its own clock, clock synchronizat ion and RouterB.

 i l lustrate：
The above is a brief descript ion of the NTP operating principle, RFC1305 defines the NTP
complex algori thm to ensure clock synchronizat ion accuracy.

Steps
1.Cl ick the navigation tree " Business Management > NTP > NTP client config" menu, enter
" NTP client config " screen, as shown below.
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Interface information meaning as followings
Configurat ion item Description
Mode Enable or disable NTP automatical ly
The servers Maximum support 3 server IP address

6.7 DHCP Server

With the continuous expansion of network size and increase in network complexity, the
situat ion is more than the number of computers avai lable IP addresses often. And with the
widespread use of portable computers and wireless networks are constantly changing
location of the computer, the corresponding IP address must be updated frequently,
result ing in more complex network configurat ions. DHCP (Dynamic Host Configurat ion
Protocol, Dynamic Host Configuration Protocol) is to solve these problems and develop.
DHCP uses "client / server" model, where the client configuration request to the server, the
server returns the configuration information for the client's IP addresses to implement
dynamic al location of network resources. In a typical DHCP appl icat ion, it includes a DHCP
server and mult iple clients (such as PC and laptops), as shown in FIG.
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It offers three IP address assignment policies for the different needs of the cl ient, DHCP:

 Manual al locat ion: The network administrator to a client (such as WWW servers, etc.)
stat ic binding

 IP address. Fixed IP address by the DHCP server assigns to the cl ient.
 Automatic allocation: DHCP client assigns a permanent IP address inf ini tely long.
 Dynamic al location: DHCP assigns the client has a valid IP address period, when the

lease expires, the client needs to reapply address. Most clients obtain this address is
dynamical ly al located.

DHCP client obtains an IP address from a DHCP server via four stages:
(1) Discovery phase, the DHCP client to locate a DHCP server. Cl ient broadcasts a
DHCP-DISCOVER.
(2) Offer stage where DHCP server offers an IP address. After the DHCP server receives
the DHCP-DISCOVER message sent by the client, according to the priorit ies assigned IP
address is an IP address selected from the address pool, along with other parameters via
DHCP-OFFER message is sent to the client (transmission mode according to
DHCP-DISCOVER packets in the flag field sent by the client's decision, refer to sect ion 1.3
DHCP packet format).
(3) Select ion phase, the DHCP client IP address select ion phase. If you have more than
one DHCP server to the client sent to the DHCP-OFFER message, the cl ient accepts the
first received DHCP-OFFER packets, and broadcasts a DHCP-REQUEST packet, the
packet contains DHCP server DHCP-OFFER packets assigned IP address.
(4) Confirmation phase, the DHCP server acknowledges the IP address. After the DHCP
server receives a DHCP client to DHCP-REQUEST packet, only the DHCP server chosen
by the client wi l l proceed as follows: If the confirmation address assigned to the cl ient, it
returns DHCP-ACK packet; otherwise, it returns DHCP -NAK packets of the IP address
assigned to the client. If a dynamic address al location strategy, the DHCP server assigned
to the client's IP address has a lease period, when the lease expires server withdraws the
IP address. If the DHCP client wants to use the address period, the need to update the IP
address lease. When DHCP client's IP address lease durat ion half-t ime, DHCP client to the
DHCP server a DHCP-REQUEST unicast packets, to update IP lease. If the IP address is
val id, the DHCP server to respond to unicast DHCP-ACK packet to noti fy the DHCP client
of the new IP lease; If the IP address cannot be assigned to the client, the DHCP server
responds DHCP-NAK packets notify the DHCP client cannot obtain a new lease. If you



Shenzhen Hongrui Optical Technology Co., Ltd.

56

operate in half the time to renew the lease were failures, DHCP client in 7/8 lease durat ion,
the DHCP-REQUEST broadcast retransmission packet renewed. Processing Ibid DHCP
server, not repeat them.

6.7.1 DHCP Server Configuration

Enable DHCP server

Steps:
1.Cl ick the navigation tree "Business Management > DHCP Server > DHCP Pool Config"
menu, enter "DHCP Pool Config" screen, select Enabled, click "Apply", as shown below.

6.7.2 Address pool configuration

Configuring the DHCP server based on the global address pool, select a server from the
address pool a free IP address assigned to the cl ient. In order to obtain a dynamic IP
address from your computer switches you need to configure a DHCP server based on the
global address pool.

Steps:
1.Cl ick the navigation tree " Business Management > DHCP Server > DHCP Pool Config "
menu, go to " DHCP Pool Config " interface, as shown below.
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Interface information meaning as followings.
Config item Description
Pool name Enter the poor name
Subnet mask Enter the IP address pool address and subnet mask.
Lease time The lease of dynamic IP addresses. The default is 1

day. The range:
Day: an integer ranging from 0 to 999.
Hours: integer ranging from 0 to 23.
Score: integer ranging from 0 to 59.

Default gateway Enter the gateway IP add
DNS server Enter DNS IP ADD
Domain server Enter the DHCP server assigned to the cl ient 's

domain name.
NetBIOS server Enter the NetBIOS server IP address

2. Fi l l in the appropriate configuration items.
3. Click "Add" to complete the configuration, as shown below.
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6.7.3 Leases list

View leases IP Address List Procedure
1. Choose the " Business Management > DHCP Server > Leases List" menu, go to "
Leases List" screen, as shown below.

6.7.4 Static Leases configuration

To meet the specif ic device (such as a server) needs a fixed IP address, you can take a
stat ic client configuration.

Steps:
1.Cl ick in the navigation tree " Business Management > DHCP Server > Stat ic leases
Config" menu, go to "static leases configuration" screen, as shown below.

Interface information meaning as followings
Config item Description
DHCP Pool Fixed value. Already created address pool.
IP address Input the IP address to be bound.
MAC address Input the MAC address to be bound

2. Fi l l in the appropriate configuration items.
3. Click "Add" to complete the configuration, as shown below.
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6.7.5 Port Binding

To meet the switch ports, have a fixed IP address, you can use the IP address of the switch
port binding

Steps:
1.Cl ick the navigation tree " Business Management > DHCP Server > Port Bind config"
menu, go to " Port Bind config " screen, as shown below.

Interface information meaning as followings
Config item Description
DHCP Pool Fixed value. Already created address pool.
port Radio. It indicates the interface name selected by the

user, creating mult iple support.
IP address Enter the IP address to be bound.

2. Fi l l in the appropriate configuration items.
3. Click "Add" to complete the configuration, as shown below.
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6.8 ARP

Address Resolution Protocol (ARP) is a protocol which determines its physical address
when only know the IP address of the host. Because of the extensive appl icat ion of IPv4
and Ethernet. Its main role is obtaining corresponding physical address through a known IP
address. But it can also be used in ATM (Asynchronous Transfer Mode) and FDDIIP (Fiber
Distr ibuted Data Interface). There are two ways to map IP addresses to physical addresses:
table and non-tabular. ARP specif ical ly refers to the network layer (IP layer, which is
equivalent to the third layer of OSI) address resolved to the MAC address of data link layer
(MAC layer, which is equivalent to the second layer of OSI)
OSI mode divide network work into seven layers, IP address in the third layer, .MAC
address in the second layer. When protocol send the packet, it should encapsulate the
header of the third layer (IP address) and the second layer (MAC address), but protocol
only know the destinat ion node's IP address, do not know its MAC address, and can’t cross
the second, the third layer, so here have to use ARP services.
A Configure stat ic ARP steps:
1. Click the navigation tree “Business Management > ARP > Stat ic ARP” menu. The
interface is shown below.

2.Input IP address
3.Cl ick “Add”, page is shown below
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B Configure ARP aging time steps：
1.Click the navigation tree “Business Management > ARP > ARP” menu. The interface is
shown below.

Input aging time, click “Apply ”.

6.9 ND

Address resolution plays an important role in packet forwarding. When a node needs to get the
link layer address of another node on the same link, it needs to resolve the address. ARP is used
in IPv4 and NS and Na messages in Nd (neighbor discover) are used in IPv6
A Configure stat ic ND steps:
1.Cl ick the navigation tree “Business Management > ND > Static ND” menu. The interface
is shown below.
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2.Input IP address、MAC and VLANIF
3.Cl ick “Add”, page is shown below

7 Route

7.1 Show route

Used to view routing in the switch
Steps
1. Cl ick the navigation tree " Route > Show route". The interface is as fol lows.

7.2 Static Route

Static routing is a special route that is manual ly configured by the administrator. The
following table lists the contents of this chapter. When the network structure is relatively
simple, just configuring the stat ic route can make the network work properly. Carefully set
and using
Stat ic routing can improve network performance and ensure bandwidth for crit ical
appl icat ions.
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The disadvantage of static routing is that when the network fails or the topology changes,
the stat ic route does not change automatical ly, and the administrator must be involved.
The default route is another special route. In general, administrators can configure default
routes manual ly, but in some cases, dynamic routing protocols can also generate by
default routes such as OSPF and IS-IS. In a nutshell , the default route use when can’t find
matching routing table entry. In the routing table, the default route appears as routing form
of network 0.0.0.0 (mask is 0.0.0.0) Check whether the default route is set by order
“Display ip routing table” . If the destinat ion address of message can’t match any entry of
the routing table, the message will select the default route. If there is no default route and
the destinat ion address of the message is not in the routing table, then the message is
discarded and an ICMP message which is destinat ion address or network unreachable
returned to the source port. When configuring a stat ic route, you can specify the
interface-type interface-name, or specify the next hop-address. Specifying the sending
interface or the next hop address, it depends on the specif ic situat ion. In fact, all rout ing
entr ies must have a clear next hop-address. When sending a message, it fi rst ly searches
the matching route in the routing table based on the destinat ion address of the message.
Only specify the next hop-address, the link layer can find the corresponding link layer
address and forward the message.

Attent ion
Recommend not specifying Ethernet interface. Because the Ethernet interface is the
interface of the broadcast type, it wi l l result in a number of next hop and cannot uniquely
determine the next hop. In the appl icat ion, If the broadcast interface (such as Ethernet
interface) must be specif ied as the sending interface, the corresponding next hop-address
should be specif ied at the same time.

Stat ic route configuration steps
1 click the navigation tree " Route > Stat ic Route", the interface is as fol lows.
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2.View Stat ic route configured, cl ick "Show route"

7.3 RIP

The routing information protocol (RIP) is a relatively outdated but sti l l widely used internal
gateway protocol (IGP), which is mainly used in the smaller homogeneous networks. RIP is
a classical distance vector routing protocol, which appears in RFC 1058, and presents an
improved RIP-2 among RFC1388, and was revised in RFC 1723 and RFC 2453.
RIP uses Bellman-For algori thm currently RIP IPv4 has two versions, RIPv1 and RIPv2.
RIP has the following main features:
RIP is a typical distance vector routing protocol.
RIP messages sent by the broadcast address 255.255.255.255, RIPv2 send messages by
using mult icast address 224.0.0.9, both using the port 520 of UDP
RIP takes the minimum hop count to the destinat ion network as the routing metric, rather
than the bandwidth and delay of the link.
RIP is designed for small networks. The number of hops is limited to 15 hops, and the 16
hop is not reachable.
RIP-1 is a kind of class routing protocol, does not support ing discontinuous subnet design.
RIP-2 support CIDR and VLSM variable subnet mask, which make it supports the
discontinuous subnet mask design
RIP periodic full rout ing updating, make the routing table broadcast to the neighbor router,
broadcast cycle default 30 seconds.
RIP protocol management distance is 120.

For small networks, in terms of occupied bandwidth, RIP is small cost and easy to
configure, manage, and implement, and RIP is st i l l in use. But RIP also has obvious
shortcomings. When there is more than one network wil l appear loop problem. In order to
solve the loop problem, IETF proposed a spli t-Horizon method, the routing information
received at this interface wil l no longer go out from the interface. The scope of the division
solves the routing loop problem between two routers, but can’t prevent the problem which
is the loop mainly formed by delay factor because of large scale network. The tr igger
update requires the router to transmit its rout ing table immediately when the link changes.
These speeds up the convergence of the network, but prone to broadcast flooding. In short,
the solut ion of the loop problem needs to consume a certain amount of time and bandwidth.
If the RIP protocol is adopted, the number of links in the network can’t exceed 15, which
makes the RIP protocol is not suitable for large networks.

RIP Working principle
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RIP is a distr ibuted type routing protocol based on distance vector, which is the standard
protocol of the Internet. Its biggest advantage is simple. The RIP protocol requires that
each router in the network maintain a distance record from itself to each other destinat ion
network. The RIP protocol defines "distance" as: the distance of a router direct ly
connected network defines as 1.the distance of a router not direct ly connected network
defines as pass each router plus 1. "Distance" is also cal led "hops". RIP al lows one path
contain up to 15 routers, so distance equal to 16 is unreachable. So RIP protocol only
appl ies to small Internet.
RIP 2 comes from RIP and is a supplementary protocol for RIP. It is mainly used to increase
the number of loaded useful information and increase its securi ty performance. RIPv1 and
RIPv2 are UDP-based protocols. Under RIP2, each host or router sends and receives
packets from UDP port 520 through the routing select process. The default rout ing update
period for RIP protocol is 30S.
RIP Configuration steps:
1.Open RIP and click the navigation tree “Route > RIP Config > RIP Global Config”. The
interface is as follows.

2.Declare the network segment, cl ick the navigation tree “Route > RIP Config > RIP
network setting", the interface is as follows.
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Configure RIP authenticat ion, click the navigation tree” Route > RIP
Config >Interface-config” . The interface is as fol lows.

7.4 OSPF

OSPF (Open Shortest Path First) is an Interior Gateway Protocol (IGP) for routing
decisions within a single autonomous system (AS). It is an implementation of the link state
routing protocol, under the internal gateway protocol (IGP). It is operating within the
autonomous system. The shortest path is calculated using the Dixdale algorithm.
OSPF is IGP routing protocols developed by IETF's OSPF workgroup OSPF designed for IP
networks support IP subnet and external rout ing information marking, also al lows
authenticat ion of message and supports IP mult icast
1.Enable OSPF. Click the navigation tree “Route > OSPF > OSPF global Config” The
interface is shown in the following figure.

2.Declare the OSPF network segment, Cl ick the navigation tree” Route > OSPF > OSPF
network", the interface as shown below.
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3.Configure OSPF authenticat ion, click the navigation tree” Route > OSPF >
Interface-config”, the interface as shown below.

7.5 VRRP

VRRP (Virtual Router Redundancy Protocol) is a fault-tolerant protocol. General ly, al l the
hosts in network are set up with a default route so the message of host sent which
destinat ion address is not in this network segment wil l be sent to Router A through Default
route then real izing the communicat ion between the host and the external network. When
Router A is broken, in this network segment, al l host which the Router A as the default
route wil l be disconnected from the external network, then appearing single point fault .
VRRP is proposed to solve these problems, it is design for LAN (l ike Ethernet) with
mult icast broadcast funct ion. VRRP organizes a set of routers (including a Master as an
active router and several Backup routers) of the LAN into a virtual router, cal led a backup
group. This virtual router has its own IP address 10.100.10.1 (the IP address can be the
same as the address of a router in the backup group, the same is cal led the ip owner), the
router within the backup group also has its own IP address (If the master 's IP address is
10.100.10.2 and the backup’s IP address of is 10.100.10.3). The host in the LAN only
knows the IP address 10.100.10.1 of the virtual router and does not know the IP address
10.100.10.2 of the specif ic master router and the IP address 10.100.10.3 of the backup
router. [1] They set their default rout ing next hop address to the virtual router 's IP address
10.100.10.1. As a result , the host within the network through this virtual router to
communicate with other networks. If the master in the backup group is broken, the backup
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router wi l l select a new master through the elect ion pol icy and the new route continue to
provide the routing service to the hosts in the network. Thereby enabling the hosts within
the network to communicate with the external network without interrupt ion.
The working mechanism of the VRRP protocol has many similarit ies with CISCO's HSRP
(Hot Standby Routing Protocol). But the main difference between the two is in the HSRP of
CISCO the need to configure a separate IP address as a virtual router external address,
this address can’t be interface address of any member of the group.
The use of VRRP protocol, not modifying the network structure, maximize the protect ion of
investment. With minimal management costs, but greatly enhance the network
performance, with signif icant appl icat ion value.
Configurat ion steps
1. Click in the navigation tree “Route > VRRP” menu. The interface is shown in the
following figure.

The most typical VRRP appl icat ion: RTA, RTB consti tute a VRRP router group, assuming
RTB processing capacity is higher than the RTA, the RTB will be configured as IP address
owner, H1, H2, H3 default gateway is set to RTB. RTB becomes the master router,
responsible for ICMP redirect ion, ARP reply and IP message forwarding; Once RTB fails,
RTA immediately start switching, become the master, thus ensuring a transparent securi ty
switch to customers.
In VRRP appl icat ions, RTB is onl ine when RTA is only as a backup, does not participate in
forwarding work, idle router RTA and link L1. By a reasonable network design, you can
achieve the dual effects of backup and load sharing. Let RTA and RTB belong to two VRRP
groups that are each other backed up at the same time: RTA in group 1 is the IP address
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owner; RTB in group 2 is the IP address owner. Set the default gateway of H1 to RTA; the
default gateway for H2, H3 is set to RTB. In this way, sharing the equipment load and
network traffic, but also improving the network reliabil i ty.
The sample diagram is shown below:

Steps
RTA sett ings, cl ick the navigation tree "Route > VRRP" menu, the interface as shown
below.

2.Cl ick “Apply”.
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8 Multicast

8.1 Multicast MAC

Configure mult icast program according to stat ic mult icast MAC
Steps
Click the navigation tree " Mult icast > Mult icastMAC " menu, enter " Mult icastMAC" screen
as shown below.

Interface information meaning as followings.
Configurat ion
item

Description

Vlan ID Fixed, depend on the selected data.
Description: The VLAN has been created. Enter a
VLAN that has been created

MAC Enter the mult icast MAC address
Port list Joins the mult icast members, you can mult i-select ion

8.2 IGMP-snooping

IGMP Snooping (Internet Group Management Protocol Snooping) is a mult icast control
mechanism running on Layer 2 devices to manage and control mult icast groups.
Layer 2 device IGMP Snooping By analyzing received IGMP messages, analyze, ports and
mult icast MAC addresses to establ ish a mapping relationship, and forwards mult icast data
based on these mappings.
As shown below, when the floor is not running IGMP snooping, mult icast packets are
broadcast on the second floor; the second floor when the device running IGMP snooping,
mult icast packets for known mult icast groups on the second floor It is broadcast, whi le the
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second floor is mult icast to the receivers, but the unknown mult icast data wil l st i l l be
broadcast in the second floor.

8.2.1 IGMP-snooping

IGMP Snooping, for IPv4 networks, deployed on the switcher position between mult icast
routers and hosts, arranged in a VLAN, IGMP sent between the role of listener routers and
hosts / MLD mult icast data packets establ ish the two-story forwarding, manages and
controls the forwarding of mult icast data in a Layer 2 network.
By default , the IGMP Snooping function of the switch is to enable the state, we need to be
able to switch the global IGMP Snooping feature.

Steps
1.Cl ick the navigation tree " Mult icast > IGMP-snooping > IGMP-snooping" menu, enter "
IGMP-snooping" screen as shown below.

Interface information meaning as followings.
Configurat ion
Item

Descript ion
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Enable
IGMP-snooping
Config

To global ly enable IGMP Snooping situat ion is not
configured IGMP Snooping in the VLAN.
Radio, and go into enable two states. The default is to
enable.

Host age-t ime When a port joins a mult icast group, the switch starts
a timer for the port, the timeout is host port aging
time. After a timeout, the switch removes the port
from the mult icast group forwarding table. The value
is in the range of 200 to 1,000 seconds and defaults
to 260 seconds.

2.Fi l l in the appropriate configurat ion items.
3.Cl ick “Apply”, to complete the configurat ion.

8.2.2 Group List

It is used to view dynamical ly generated mult icast table entries, which takes effect when
IGMP snooping is enabled global ly.
Steps
Click the navigation tree " Mult icast > IGMP-snooping > GroupList" menu, enter " GroupList
" screen as shown below.

8.2.3 VLAN-config

Mult icast VLAN configurat ion, configure the mult icast related propert ies of VLAN
Steps
Click the navigation tree " Mult icast > IGMP-snooping > VLAN-config" menu, enter "
VLAN-config " screen as shown below.
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8.2.4 Static IP Multicast

In tradit ional mult icast implementations, when users in different VLAN to the same
mult icast group, the data on the mult icast router wi l l be copied and forwarded for each
VLAN that contains receivers. Such mult icast implementat ions, wasting a lot of bandwidth.
After start ing an IGMP Snooping, the mult icast VLAN way that wil l add switch ports to the
mult icast VLAN, so that users in different VLAN to share the same mult icast VLAN receive
the mult icast, mult icast streams in a mult icast only VLAN in the transmission, thus saving
bandwidth. And because the mult icast VLAN users. VLAN securi ty isolation, securi ty, and
bandwidth can be guaranteed.

Steps
1.Cl ick the navigation tree "Mult icast > IGMP-snooping > Stat ic mult icast " menu, enter "
Stat ic mult icast " interface as shown below.

Interface information meaning as followings.
Configurat ion item Description
Vlan Id Fixed, depend on the selected data.

Description: The VLAN has been created. Enter
a VLAN that has been created

Mult icast source Enter the mult icast source address
Mult icast address Enter the mult icast address
Port list Joins the mult icast members, you can

mult i -select ion

2.Fi l l in the appropriate configurat ion items.
3.Cl ick “Apply”, to complete the configurat ion.
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8.3 IGMP

8.3.1 Interface-config

Steps
1.Cl ick the navigation tree "Mult icast > IGMP > Interface-config" menu, enter "
Interface-config " interface as shown below.

Interface information meaning as followings.
Configurat ion item Description
Interface VLANIF interface
Enable Enable IGMP attr ibute of VLANIF interface
Version IGMP version
query-interval Query interval, default is 125s
query-max-response-
time

Query max response time, default is 10s

2.Fi l l in the appropriate configurat ion items.
3.Cl ick “Apply”, to complete the configurat ion.

8.3.2 Static multicast

Steps
1.Cl ick the navigation tree "Mult icast > IGMP > Static mult icast" menu, enter " Stat ic
mult icast " interface as shown below.
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Interface information meaning as followings.
Configurat ion item Description
Interface VLANIF interface
Mult icast source Enter the mult icast source address
Mult icast address Enter the mult icast address

2.Fi l l in the appropriate configurat ion items.
3.Cl ick “Add”, to complete the configurat ion.

8.3.3 Group List

Steps
1.Cl ick the navigation tree "Mult icast > IGMP > GroupList" menu, enter " GroupList "
interface as shown below.

8.4 PIM

PIM (Protocol Independent Multicast) is a multicast routing protocol. PIM does not depend on a
specific unicast routing protocol. It can use the unicast routing table established by any unicast
routing protocol to complete the RPF check function, so as to establish multicast routing.
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Because PIM does not need to receive and send multicast routing updates, compared with other
multicast routing protocols, PIM overhead reduces a lot.
PIM defines two modes: Dense Mode and sparse mode. PIM-DM (Protocol Independent Multicast
Dense Mode), which is the dense mode of PIM, is suitable for the situation of small network scale
and relatively concentrated multicast members. PIM-DM is defined in RFC 3973.
Steps
1.Cl ick the navigation tree "Mult icast > PIM > PIM-config" menu, enter " PIM-config "
interface as shown below.

2.Fi l l in the appropriate configurat ion items.
3.Cl ick “Apply”, to complete the configurat ion.

8.5 Multicast Route

Steps
1.Cl ick the navigation tree "Mult icast > Mult icast Route > Stat ic, enter " Stat ic " interface
as shown below.
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Interface information meaning as followings.
Configurat ion item Description
Mult icast source Enter the mult icast source address
Mult icast address Enter the mult icast address
Input port Mult icast source input VLANIF interface
Output port Mult icast stream forwarding output VLANIF

interface

2.Fi l l in the appropriate configurat ion items.
3.Cl ick “Add”, to complete the configurat ion.

9 Network security

9.1 Isolate-port

It ’s isolated each other between ports in the same isolation group, not isolated between
ports in different isolation groups.

Steps:
1.Cl ick the navigation bar "Network securi ty> Isolate-port" menu, enter " Isolate-port ",
establ ished isolation group by checking the port, cl ick the "Add" to complete the
configuration, show as below.

For example, show in fol lowing pic, PC1, PC2 and PC3 belong to VLAN 10, User wants PC1
and PC2 cannot access to each other in VLAN 10, PC1 and PC3 can visit each other, PC2
and PC3 can visit each other .

Configured port isolation network diagram
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Steps:
1.Creating VLAN, ensure the Vlans that belongs to PC. Click the navigation tree " Business
Management > VLAN > Port-vlan" menu, enter the "Port-v lan" interface, “Vlan ID” Input ”10”,
Cl ick "Add" to complete the configuration, show as below:

2.Configure Ethernet interface to join VLAN in the right way. Implement that interface
al lows VLAN message to pass. Cl ick the navigation tree " Business Management > VLAN >
Port" menu, enter " Port " interface, select “ge1/1, ge1/2, ge1/3”, change the number in the
“PVID” to”10”, cl ick “Apply" to complete the configurat ion, shown as below.
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3.Configure port ge1 / 1, ge1 / 2 isolation funct ion, Cl ick the navigation bar "Network
securi ty > Isolate-port Config" menu, enter "Isolate-port Config ", Tick port ge1/1, ge1/2 to
establ ish isolation group, click “Add” to complete the configuration, show as below

4.Veri fy the configuration.
# PC1 & PC2 can’t ping each other.
# PC1 & PC3can ping each other.
# PC2 & PC3 can ping each other

9.2 802.1X

802.1x protocol is an access control and authentication protocol based on client / server. It can
restrict unauthorized users / devices from accessing LAN / WLAN through access port. 802.1x
authenticates users / devices connected to switch ports before acquiring various services
provided by switches or LANs. Before passing the authentication, 802.1x only allows eapol
(extended authentication protocol based on LAN) data to pass through the switch port
connected by the device; after passing the authentication, normal data can pass through the
Ethernet port smoothly.

9.2.1 Global Config

Steps:
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1.Cl ick in the navigation tree "Network Security > 802.1x > Global Config" menu, enter "
Global Config " screen as shown in the fol lowing figure.

2.Fil l in the corresponding configuration items and click "Apply" to complete the
configuration.

9.2.2 Port Config

Steps:
1.Cl ick in the navigation tree "Network Security > 802.1x > Port" menu, enter " Port" screen
as shown in the following figure.

2.Fil l in the corresponding configuration items and click "Apply" to complete the
configuration.
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9.2.3 User Config

Steps:
1.Cl ick in the navigation tree "Network Security > 802.1x> User" menu, enter " User"
screen as shown in the fol lowing figure.

2.Fil l in the corresponding configuration items and click "Add" to complete the
configuration.

9.3 Storm control

The basic principle of Storm control:
Storm Control prevent the broadcast , unknown mult icast and unknown unicast broadcast
storm by following form. The device supports storm control at these three types of
messages up port by packet rate . Within a detect ion interval, comparing the average rate
of three message of the equipment monitored interface with maximum threshold
configuration, when the message rate is bigger than the configured maximum threshold,
the device wil l storm control at this port , perform configured storm control action.
When a device’s Layer 2 Ethernet interface receives the broadcast, mult icast or unknown
unicast message, if the device can not clear the outgoing interface of message according
to the destinat ion MAC address of the packets, the device forwards the message to other
Layer 2 Ethernet interfaces in the same VLAN (Virtual Local Area Network)
, which may cause broadcast storms, reduce the device performance.
With storm control characterist ics can control three types of message flow, prevent ing
broadcast storms.
Steps:
1.Cl ick the navigation bar "Network securi ty > Storm control" menu, enter the "Storm
control" interface.
Configure storm control rate of Broadcast, unknow mult icast, and unicast, assuming they
al l are 64kbps, shown as below.
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9.4 ACL

With the increase of network scale and traff ic control and distr ibution of network securi ty
has become an important part of the bandwidth for network management. Through the
packet fi l ter effect ively prevents unauthorized users from accessing the network, but also
can control the traffic and save network resources. ACL (Access Control List, ACL) that is
configured by packets matching rules and processing operations to achieve the packet
fi l ter ing funct ion.
When a switch port receives packets of the ACL rule appl ied on the current port of packet
fields, after identi fy ing a message, according to preset pol icies permit or deny packets
through.
Defined by the ACL packet matching rule it may also be required for other traff ic
classif ication funct ion reference, such as QoS classif icat ion rules.
By sett ing the matching rules and processing operations, the access control list (ACL) can
be realized packet fi l ter ing. ACL is appl ied to a collection of a series of packets permit and
deny condit ions. When receiving a packet on the interface, so that the switch packet fields
as compared with that used in ACL, specif ied in the standard access list based on the
determined packet is forwarded license. ACL through a series of condit ions to classify
packets, these condit ions may be the packet 's source MAC address, dest inat ion MAC
address, source IP address, dest inat ion IP address and port number. ACL through a series
of condit ions to classify packets, these condit ions can be the source address of the packet,
dest inat ion address, and port number. Depending on the appl icat ion purpose, it can be
divided into the fol lowing ACL:
IP ACL: Rules are based on source IP address of the packet. ACL ID range: 100 to 999.
MAC ACL: rules based on the source MAC address of the packet, the destinat ion MAC
address, 802.1p priority, and link layer protocol type 2 information. ACL ID range: 1 to 99.

9.5.1 ACL GROUP Config

After the table is created, then it must also apply it to everyone who wants to use it on the
interface

Steps:
1.Cl ick in the navigation tree "Network Security > ACL Config> ACL GROUP Config" menu,
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enter "ACL GROUP Config" screen as shown below.

Interface information meaning as followings.
Configurat ion
item

Description

MACACL list ID Already created MAC access list appl ied to the port ID
IPACL list ID Already created IP access list appl ied to the port ID

2.Fi l l in the appropriate configurat ion items to create good acl 1 and acl 100 as an example,
are appl ied to the ge1 / 1 and ge1 /
3.Cl ick "Apply" to complete the configuration, as shown in FIG.

Here is an example to il lustrate the definit ion of the method of time-based ACL. If you want
to use a unit-based ACL on the switch in time to achieve: Monday to Friday (working days)
from 8:00 am to 12:00 pm from 13:30 to 17:30 only al low users to receive and send mail ,
non-working time al lowed all access.

Steps:
1. Define the time range. Cl ick in the navigation tree "Extend Management > TIME RANGE
Config" menu, enter "TIME RANGE Config" screen, choose to create a "cycle time",
respectively, enter Monday to Friday (working days) from 8:00 am to 12:00 pm from 13:30
to 17:30, as shown below.
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2. Edit the ACL. Click in the navigation tree "Network Securi ty> ACL Config> IP ACL
Config" menu, enter "IP ACL Config" screen, respectively, create the fol lowing five ACL, as
shown below.

3. Cal l an ACL, ACL100 appl ied to ge1 / 1. Cl ick in the navigation tree "Network Securi ty>
ACL Config> ACL GROUP Config" menu, enter "ACL GROUP Config" screen, as shown
below.

9.5.2 MAC ALC Config

MAC ACL: rules based on source MAC address, dest inat ion MAC address, VLAN priority,
and link layer protocol type 2 information.

Steps:
1.Cl ick in the navigation tree "Network Security > ACL Config> MAC ACL Config" menu,
enter "MAC ACL Config" screen as shown in the following figure.
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Interface information meaning as followings.
Configurat ion
item

Descript ion

Group ID MAC ACL ranges: 1-99
Rule Each rule represents the number range is: 1-127
Action ACL rules are divided into "permit" (allow) the rules or

"deny" (reject) rules.
Source MAC ACL rule source MAC address. Format for the H-H.
Dest MAC ACL rule destinat ion MAC address. Format for the

H-H.
Time-Range
name

Enter the configured time range name.

2.Fi l l in the appropriate configurat ion items.
3.Cl ick "Add" to complete the configuration, as shown in FIG.

9.5.3 IP ALC Config

IP ACL (Basic IP ACL): Rules are based on source IP address of the packet. ACL ID range:



Shenzhen Hongrui Optical Technology Co., Ltd.

86

100 to 999.

Steps:
1.Cl ick in the navigation tree "Network Security > ACL Config> IP ACL Config" menu, enter
"IP ACL Config" screen as shown in the following figure.

Interface information meaning as followings.
Config item descript ion
Group ID IP ACL ranges: 100-999
Rule ID Each rule represents the number range is: 1-127

Action ACL rules are divided into "permit" (allow) the rules
or "deny" (reject) rules.

protocol Required, select the type of protocol. Any, icmp,



Shenzhen Hongrui Optical Technology Co., Ltd.

87

icmp, ip, tcp, udp
Source IP Enter the source IP ACL rule
Source mask ACL rule source mask
Source port Enter the source port of ACL rule
Destinat ion IP Enter Destinat ion IP of ACL rule
Destination mask Enter the destinat ion mask of ACL rule
Destination port Enter the destinat ion port ACL rule
Time-Range
name

Enter the configured time range name.

2.Fi l l in the appropriate configurat ion items.
3.Cl ick "Add" to complete the configuration, as shown in FIG.

9.5 Access control

With the increase of network scale and traff ic control and distr ibution of network securi ty
has become an important part of the bandwidth for network management. Through the
packet fi l ter effect ively prevents unauthorized users from accessing the network, but also
can control the traffic and save network resources. ACL (Access Control List, ACL) that is
configured by packets matching rules and processing operat ions to achieve the packet
fi l ter ing funct ion.
Next, switch the fi l tering rules and access rules

Steps
1. Cl ick the navigation tree "Network Security > Access Control" menu, enter "Access
Control" interface as shown below.
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Interface information meaning as following.
Configurat ion
item

Sub-Option Descript ion

Configure
access pol icy

Disable Disable by default
Host who meet the following
rules to al low access to the
corresponding service equipment
Host who meet the following
rules to prohibit access to the
corresponding service equipment

Configure
access rule
for system

IP address Enter the IP address
serve All inculding http and

telnet

Attent ion

Disabled by default . If set to al low, not in the list of rules would prohibit al l access. Please
add the rule, and then set access rules, or it may cause the current cannot access the web.

2. First set up the device access rules, cl ick the navigation tree "Network Securi ty >
Access Control " menu, enter the IP address 192.168.1.10/24, service options al l, cl ick
"Add" As shown below:

3. then setting fi l ter rules, click the navigation tree "Network securi ty > Access Control"
menu, select here "where the hosts meet the following rules to al low the device to access
the appropriate services," cl ick " Apply "to complete the configuration, as shown below:
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9.6 Attack protection

To improve the securi ty of the switch, you can turn the switch attack prevention options

Steps
1. Choose the "Network Security > Attack protect ion" menu, enter " Attack protect ion ",
respectively, to enable "ignore ping ", "SYN DOS ATTACK", cl ick" Apply "to complete the
configuration interface as shown below.

Interface information meaning as followings.
Configurat ion item Description
Ignore ping Ignore ping attacks
SYN DOS attack TCP SYN attack prevention

9.7 Alarm

The system provides two alarm configurations of system alarm and link alarm to simplify
operation and maintenance.

9.7.1 System alarm

System alarm includes CPU and memory over threshold alarm
Steps:
1.Cl ick in the navigation tree "Network Security > Alarm > System alarm" menu, enter "
System alarm " screen as shown in the following figure.
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2.Fil l in the corresponding configuration items and click "Apply" to complete the
configuration.

9.7.2 Link alarm

The system alarm is enabled and effective. When the link is down, an alarm is generated and an
alarm icon is displayed at the top
Steps:
1.Cl ick in the navigation tree "Network Security > Alarm > Link alarm" menu, enter " Link
alarm " screen as shown in the fol lowing figure.

2.Fil l in the corresponding configuration items and click "Apply" to complete the
configuration.

10 QoS
QoS (Quali ty of Service) is used to assess the abil i ty to meet customer demand for
services in the Internet, QoS is used to assess the abi l i ty of the service network to transmit
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packets. The network provides are diverse, and therefore can be evaluated based on
different aspects. Commonly referred to as QoS, is the evaluation of packet del ivery
process can provide support for the bandwidth, delay, ji t ter, packet loss and other core
demand service capabi l i t ies. Bandwidth, also called throughput represents the average
rate of traff ic flow within a certain period of time, usual ly expressed kbit /s. Delay,
represents the average time when traff ic across the network requires. For a network device,
the requirements wil l general ly be understood to several delay classes. For example, it is
divided into two grades delay, so that high-priority traff ic by priori ty queue schedul ing
method as fast as possible to get the service, and the low priority traff ic is no need to wait
for high-priori ty traff ic to get service. Jit ter, showing changes in traff ic flow across the
network time. Packet loss rate, indicat ing traff ic flow in the course of transmission loss
ratio. Because modern transport system with high reliabil i ty, loss of information tends to
occur when the network is congested. The most common cause is queue overf low packet
loss.
In the tradit ional IP network, al l packets are treated equally without priori ty difference,
each network device for all the packets are made of fi rst- in fi rst-out strategy to process its
utmost efforts (Best-Effort) wi l l be reported message to the destinat ion, but the rel iabi l i ty
of packet transmission, transmission delay, and so does not provide any guarantee.
The rapid development of the network, the IP network with new appl icat ions emerging,
service qual i ty IP network also made new demands. Such as VoIP and video transmission
delay for delay-sensit ive traffic packets put forward higher requirements. If the packet
transfer delay is too long, it wi l l be unacceptable to the user. In order to support voice,
video and data services with different service requirements, it requires the network can
distinguish different types of business, and then to provide them with appropriate services.
Traditional IP network services impossible to identi fy and try to distinguish between the
various network traffic types, and have the abi l i ty to distinguish what type of business to
provide differentiated services for different business premise, so the tradit ional network
model can not meet the best service appl icat ions. QoS technologies wil l emerge to address
this problem. QoS can regulate network traffic, manage network congestion and to avoid,
reduce packet loss rate. At the same time as providing dedicated bandwidth, provide
different services for different qual i ty of services, etc., to improve the service capacity of
the network.
Different packets using different QoS priori t ies, such as VLAN packets using 802.1p, or
cal led CoS (Class of Service) field, IP packets DSCP. When the packets pass through
different networks, in order to maintain the priority of the packets, you need to configure
the mapping between these priori t ies in the fields connected to different network gateway.
VLAN frame header 802.1p priori ty
Typical ly the interact ion between the two-story frame VLAN devices. Defined according to
IEEE 802.1Q, VLAN header PRI field (ie, 802.1p priori ty), also known as CoS (Class of
Service) field that identi f ies the qual i ty of service requirements.
VLAN frame 802.1p priority
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PRI field contains 3 bits long in the 802.1Q header. PRI field defines eight business
priorit ies CoS, in priority order from highest to lowest value of 7,6, .. . . . ., 1 and 0.
IP Precedence / DSCP field
791 according to the definit ion of RFC, IP header ToS (Type of Service) field consists of
eight bits, of which three-bit Precedence field identif ies priorit ies, as shown in IP packets
Precedence posit ion telegram.
IP Precedence/DSCP field

Bit 0-2 expressed Precedence field, on behalf of packets transmitted eight priorit ies, in
descending order of priority value of 7,6, .. . . . ., 1 and 0. The highest priori ty is 6 or 7, often
choose or update the network routing control communicat ion reserved, user- level
appl icat ion can only use level 0 to 5.
Precedence field in addit ion to outside, ToS field also includes D, T, R three bits: D bits
represents delay requirements (Delay, 0 represents a normal delay, 1 represents a low
latency). T bit represents throughput (Throughput, 0 represents a normal throughput,
represents a high throughput). R represents a bit reliabil i ty (Rel iabi l i ty, 0 represents
normal rel iabi l i ty, represents high reliabil i ty). ToS field bit 6 and 7 reserved.
RFC1349 redefines the IP packets in the ToS field, an increase of C bits indicating
transport overhead (Monetary Cost). After, IETF DiffServ working group in RFC2474 bit
IPv4 packet header ToS field 0-5 redefined as DSCP, ToS field and renamed DS
(Differentiated Service) bytes. DSCP location in the message as shown above.
Before 6 DS field (0 ~ 5) is used as Differentiated Services Code Point DSCP (DS Code
Point), high 2 (6, 7) are reserved. Low DS field 3 (0 ~ 2) is a class selector code points
CSCP (Class Selector Code Point), the same CSCP value represents a class of DSCP. DS
node selects PHB (Per-Hop Behavior) according to the DSCP value.

10.1 Traffic management

Based on the flow pol icy, the matching rules of the fields related to the flow information are
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formulated, and the priority, VLAN and DSCP equivalent of the interface flow are retagged
based on the interface binding to realize the flow redirect ion and forwarding

Steps:
1. Choose the " QOS > Traffic management > Traff ic pol icy" menu, go to " Traff ic pol icy "
screen, as shown below.

1.Fil l in the corresponding configuration items and click "Add" to complete the
configuration.

10.2 Port rate-Limit

Configur ing the interface speed is that limit ing the rate of physical interface sending
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outward or receiv ing data inward.
Background Information

Before the flow sent out from port, Configuring the speed limit in the export direction of
interface to control al l flowing out message flows.
Before the flow received from port, Configuring the speed limit in entrance direction of
interface to control al l flowing out message flows.
Steps
1.Cl ick the navigation bar "QOS > Port rate-Limit" menu, enter "Port rate-Limit" interface.
2. Input the value of port rate-l imit configuration, and then click the "Apply", shown as
below.

Configuration Parameter Description

Conf igurat ion Item Descr ipt ion

Ent rance
direct ion of
port

Ent rance
direct ion Rate

Input CIR of entrance direct ion . The range is
disable,64kbps-800Mbps .

Ent rance
direct ion Burst

Input CBS of entrance direct ion . The range is
disable,64kbps-800Mbps .

Export
di rect ion of
port

Export
di rect ion rate

Input CIR of export di rect ion. The range is
disable,64kbps-800Mbps .

Export
di rect ion Burst

Input CBS of expor t di rect ion . The range is
disable,64kbps-800Mbps .

10.3 Traffic shaping

Steps:
2. Choose the " QOS > Traffic shaping " menu, go to " Traffic shaping " screen, as shown
below.
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2.Fil l in the corresponding configuration items and click "Add" to complete the
configuration.

10.4 Congestion management

When congestion occurs, several packets compete for resources issues, usually through
queue schedul ing to be addressed. Congestion management uses the queue schedul ing
techniques to avoid network congestion occurs intermittent ly. Queue schedul ing
technologies include: SP (Str ict-Priori ty, str ict priority queue) and WRR (Weighted Round
Robin, WRR queue), DRR scheduling (DRR (Defici t Round Robin) schedul ing RR is also
extended).

Steps:
1. Choose the " QOS > Congestion management" menu, go to " Congestion management "
screen, as shown below.
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Interface information meaning as following.
Config item Description
SP SP queue scheduling algori thm, for mission-cri t ical

appl icat ion design. There is an important
business-cri t ical features, that is, when congestion
occurs require preferential service to reduce the
response delay. In the port there are eight output
queues on the priority queue 8 output port queue into
eight classes, followed 7,6,5,4,3,2,1,0 queue, Their
priority in Descending order.

WRR WRR queue scheduling algori thm schedul ing queues
in turn to ensure that every queue can be served for a
certain time. In the port there are eight output queues,
WRR can configure a weighted value (queue7 ~
queue0 corresponding weights were w7, w6, w5, w4,
w3, w2, w1, w0) for each queue

DRR DRR DRR (Defici t Round Robin) schedul ing is also
extended RR, relative to the WRR to words, to solve
the WRR concerned only with packets, the actual
bandwidth equal schedul ing chance of large-size
packets are greater than the bandwidth of the small
size of the packets obtained problem by schedul ing
process takes into account factors packet length to
achieve the rate scheduling fairness.

2. Fi l l in the corresponding configuration items and cl ick "Apply" to complete the
configuration.
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10.5 Default Priority

QOS port configuration Procedure
1.Cl ick in the navigation tree " QOS > Default Priority" menu, enter the " Default Priority "
screen, and click "Apply" to complete the configuration, as shown below.

Interface information meaning as followings
Config item Descript ion
Port You can choose mult iple ports
Default cos Range from0-7

2. Fi l l in the corresponding configuration items and click "Apply" to complete the
configuration.

10.6 Priority map

Steps:
1.Cl ick in the navigation tree " QOS > Priori ty map" menu, enter the " Priority map " screen,
and cl ick "Add" to complete the configurat ion, as shown below.
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2. Fi l l in the corresponding configuration items and click "Add" to complete the
configuration.

11 Extend Management

11.1 ONVIF

ONVIF (open network video interface Forum) is a global open industry forum, whose goal is
to promote the development and use of global open standards for physical IP based
securi ty product interfaces. ONVIF creates a standard for how IP products in video
survei l lance and other physical securi ty fields communicate with each other. ONVIF was
founded in 2008 by axis communicat ions, Bosch Security Systems and Sony.

Advantages of open standards

 Interoperability
Products from different manufacturers can be used in the same system and in the same
language;

 Flexibil ity
End users and integrators can use technologies and solut ions from different
manufacturers;

 Forward looking
No matter how the market develops, ensure to provide products with interoperabi l i ty.

Steps
Click in the navigation tree "Extend Management > ONVIF " menu, enter " ONVIF " screen,
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as shown below.

2. Cl ick "discovery" to automatical ly discover IP cameras.

11.2 Time Range Config

Configuring effect ive period of time al lows the user to distinguish packets ACL.
It is used to describe a part icular period of time. Users may have such a demand: Some
ACL rules to take effect within a certain time or whi le at other times they are not for packet
fi l ter ing, known as fi l tered by time period use. In this case, the user can configure one or
more time periods, and then refer to the time period when configuring ACL rules to
implement fi l ter ing based on ACL period.
Time ranges are the following: periodic time ranges and absolute time period. Periodic time
range is in the form of days of the week; absolute time range using the start time and the
end time.

Steps
Click in the navigation tree "Extend Management > Time Range Config" menu, enter "Time
Range Config " screen, as shown below.

Interface information meaning as following.
Configurat ion Description
Time-Range
name

Enter the Time-Range name, an optional (absolute
time and cycle time)
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Start-end Absolute time range using the start time and the end
time. You can configure mult iple absolute time period
may not be an absolute time range.

Time week Periodic time range is in the form of the week every
week. You can configure mult iple cycle periods may
not configure the cycle time period

2.Fi l l in the appropriate configurat ion items.
3.Cl ick "Add" to complete the configuration, as shown in FIG.

11.3 Devices

Used to query system Mac and IP corresponding table entr ies
Steps
Click in the navigation tree "Extend Management > Devices" menu, enter " Devices "
screen, as shown below.

11.4 VOIP

Steps
Click in the navigation tree "Extend Management > VOIP" menu, enter " VOIP " screen, as
shown below.
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2. Fi l l in the corresponding configuration items and click "Add" to complete the
configuration.

11.5 Diagnosis

11.5.1 Ping

ping command is used for check the IPv4 address is reachable or not , and output the
corresponding statist ics information .

Steps:
1.Cl ick the navigation bar "Extend Management > Diagnosis" menu, enter " Diagnosis "
screen. click the "ping", input the IP address. It ’s shown as below.

2.Cl ick "Test", the user can see, shown as below.
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11.5.2 Traceroute

Traceroute send small packets to the destinat ion device unti l it returns to measure how
long it takes. Port Loopback include PHY and MAC loopback.

Steps:
1.Cl ick the navigation bar "Extend Management > Diagnosis" menu, enter "Diagnosis"
interface, select "Traceroute", input the IP address. It ’s shown as below.

2.Cl ick "Test", the user can see, as shown below

11.5.3 VCT

Steps:
1.Cl ick the navigation bar "Extend Management > Diagnosis" menu, enter " Diagnosis "
screen. click the "VCT", input the IP address. It ’s shown as below.
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